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Abstract

We study a financial inclusion policy targeting Brazilian cities with low bank branch
coverage using data on the universe of employees from 2000–2014. The policy leads to
bank entry and to similar increases in both deposits and lending. It also fosters en-
trepreneurship, employment, and wage growth, especially for cities initially in banking
deserts. These gains are not shared equally and instead increase with workers’ educa-
tion, implying a substantial increase in wage inequality. The changes in inequality are
concentrated in cities where the initial supply of skilled workers is low, indicating that
talent scarcity can drive how financial development affects inequality.
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1 Introduction

The presence of bank branches at fine geographical levels has long been considered a key de-

terminant of financial inclusion and an important driver of economic growth. Bank branches

are an efficient way to mitigate transaction and information costs associated with mobilizing

savings from many agents, and to facilitate the pooling of savings to increase funding for

entrepreneurs. Proximity can also allow banks to screen and monitor entrepreneurs at lower

cost, particularly in environments where soft information is widespread. However, setting

up bank branches is not only costly but also risky, as demand for deposits and loans can

only be observed after the creation of the branch, which can lead to an under-provision of

financial services.

For this reason, policymakers across the world have sought to promote financial inclusion

by implementing large-scale reforms that often include expanding the physical networks

of bank branches.1 Despite their popularity, we know little about their impact. Do they

succeed in promoting financial and economic development and, if so, how? And what are

the distributional consequences of such policies?

In this paper, we trace out the dynamic effects on both economic development and wage

inequality of a government program that lifted Brazilian cities from financial autarky. We

use the introduction of the “Banks for All” program (“Banco para Todos”) by the Brazilian

federal government in 2004, which explicitly targeted underbanked cities by introducing

branches of government-owned banks. This policy constitutes a unique natural experiment

featuring a large, plausibly exogenous shock to financial access and capital deepening at the

level of entire labor markets.

Our empirical analysis combines Brazilian administrative employer-employee data cov-

ering the universe of formal employees in Brazil with detailed bank branch balance sheets

from 2000–2014. In a difference-in-differences research design, we compare the evolution

of various outcomes in cities benefiting from this policy (those with no government-owned

banks prior to the reform) relative to unaffected cities. We use a parsimonious matching

procedure to select control cities for each treated city, where we match on the pre-reform

population quintile and Gini growth, and we estimate the effect of financial development on

employment, entrepreneurship, firm growth, average wage, and wage inequality.

Brazilian matched employer-employee data contain more socio-demographic information

than most similar datasets in other countries and, in particular, contain the precise educa-

tional attainment of each worker and a detailed classification of her occupation in the firm.

Together with the panel nature of the data, this allows us to track heterogeneous individuals

1. Examples include China in the 1970s, India in the 1980s, Thailand in the 1980s and 1990s.
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over time to better understand how and why wage inequality evolves. The data also allow

us to separate the effect of the financial inclusion policy on wage inequality coming from

changes in labor demand from the effect coming from changes in sample composition.

Our identification strategy exploits ex-ante differences in the presence of government-

owned banks across cities, but it does not require the initial presence of government-owned

banks to be random. It only requires that outcomes of treated and control cities would

have evolved similarly absent the reform. While, by definition, this identifying assumption is

untestable, we provide a battery of tests that are supportive of it, which we discuss in detail

after summarizing our results. Specifically, we: (i) show evidence of pre-reform parallel trends

for our key city-level outcomes, (ii) show that our matching procedure leads to covariate

balance across a wide array of city-level characteristics not targeted by the matching, (iii)

directly control for city characteristics pre-reform, (iv) employ a city-by-industry difference-

in-differences estimator to control for sector-specific shocks that could differentially impact

cities exposed to the policy. The stability of point estimates across the different strategies

implies our results cannot be explained by differential exposure to aggregate or city-specific

shocks.

We start by showing that the reform leads to financial inclusion and financial develop-

ment. After 2004, the number of bank branches increases in treated cities, leading to an

inflow of local deposits that allow banks to increase their credit supply in the same propor-

tion. The similar expansion in local deposits and credit points to an increase in the amount

of capital available to local firms, rather than a reallocation of capital to treated cities from

other regions of the country.2 The increases in total bank branches, deposits, and credit do

not mean revert but instead shift to a new, higher steady state. Consistent with the pol-

icy, these increases are driven by government-owned banks, whose expansion only modestly

crowds out private banks. The absence of an effect on private credit can be seen as a placebo

test, suggesting that our results are not driven by differential exposure of treated cities to

economy-wide shocks experienced by Brazil during this period.

Our second set of results is about the average effect of the reform on economic develop-

ment. We show that the reform leads to an increase in employment by 10%, mostly driven

by an expansion of smaller firms. Increased labor demand pushes up the average wage per

worker by 4.1%. Looking at firm dynamics, we find that the reform-induced bank branch

expansion fosters entrepreneurship, as the number of firms increases by roughly 10%. This

increase masks an even higher acceleration of underlying firm dynamism, as both firm en-

try and firm exit rate increase, consistent with the idea that loosening financial constraints

2. As additional evidence that capital is not flowing from control cities to treated cities, we show that
credit growth does not slow down in control cities around the time of the reform.
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fosters a process of creative destruction (e.g., Bertrand, Schoar, and Thesmar, 2007; Kerr

and Nanda, 2009; Adelino, Schoar, and Severino, 2015). While these results only reflect

patterns in the formal sector, entrepreneurial activity and firm growth in the formal sector

is of first-order importance for economic development, as the transition from subsistence to

transformational entrepreneurs and the integration of workers in the formal sector foster eco-

nomic growth (e.g., Schoar, 2010; Dix-Carneiro, Koujianou Goldberg, Meghir, and Ulyssea,

2021). Nonetheless, we show in robustness checks that our results are not driven by firms

and workers moving from the informal sector to the formal sector.

The richness of our data allows us to examine the mechanisms that link financial inclusion

and economic development. Financial inclusion could foster growth by increasing aggregate

demand by improving households’ access to credit and by allowing households to better

smooth their consumption, thereby reducing the need of precautionary saving. We rule out

this local demand channel as the main driver of our results by showing that employment

growth is mostly driven by firms in the tradable sector, which are by definition less dependent

on local demand.

So why would financial inclusion reduce firm financing frictions and promote entrepreneur-

ship and firm growth? We show that the policy-induced increase in financial inclusion works

by reducing the physical distance between banks and entrepreneurs. Indeed, the positive

effect of the reform increases proportionally with the distance between treated cities and

the closest city with a bank branch prior to the reform and are larger for smaller firms,

which likely face bigger informational frictions. These gains are the same whether the near-

est bank is private or public, suggesting that our results are not driven by particulars of

how public bank operate (e.g., by access to subsidized or politically-motivated loans). In-

stead, these results are consistent with models in which the distance between borrowers and

lenders affects the cost of credit either because it reduces screening and monitoring costs

(e.g., Greenwood and Jovanovic, 1990; Townsend and Ueda, 2006), in particular when soft

information is prevalent (e.g., Petersen and Rajan, 1994,; Hombert and Matray, 2017), or

because it increases banking competition.3

Our third set of results is about the distributional effects of the reform. We find that

the policy leads to a sizable increase in wage inequality within treated cities. This is ex-

plained by the fact that, although all workers are better off after the reform, the magnitude

of wage gains rises monotonically with the position of workers in the wage distribution. Our

detailed panel data of workers allow us to show that this increase is not driven by a change

in the sample composition, but instead reflects an increase in wages holding fixed individ-

uals’ sex, age, education, occupation, and sectoral specialization. We also show that our

3. Liberti and Petersen (2019) provides a recent survey on the literature on banking and soft information.
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results are quantitatively unchanged when we restrict our sample to workers that we observe

throughout the sample period and to firms already in the data prior to the reform. These

sample restrictions allow us to show that our results are not driven by workers entering the

formal sector after the reform or more general changes in the sample composition of worker

characteristics.

We then explore two explanations that can account for the rise in inequality. First,

financial development could increase the relative demand for skilled labor, either because

of a large fixed component to the cost of skilled labor (e.g., Benmelech, Bergman, and

Seru, 2021; Schoefer, 2021) or because the relative productivity of skilled workers increases

with financial development (Fonseca and Doornik, 2021). Models that assume that financial

development increases the relative productivity of skilled workers or loosens constraints on

the demand for skilled workers generally predict that the equilibrium skill-mix changes, with

firms increasing the share of skilled workers in their workforce. However, when looking at

the effect of the policy on the average skill composition of firms, we find that the share of

skilled workers does not increase in treated cities.

Instead, we find support for another explanation: skills are scarce, especially in developing

countries, which means that the supply of skilled workers is more inelastic than that of

unskilled workers in the short run. We show that cities in our setting are characterized

by high internal migration costs and that the reform does not induce worker migration to

treated cities. This lack of inter-city mobility implies that an increase in labor demand can

only be served by the supply of local workers. Consistent with skilled workers being in short

supply, we find that all the increase in inequality is concentrated in cities where a lower

fraction of the population is educated prior to the reform.

We consider a wide range of robustness checks. We start by showing that our results

are quantitatively unchanged when we use different matching procedures. We then discuss

threats to identification. Our strategy faces two key threats. First, even in the absence of

pre-trends, treated cities may be ex-ante different in ways that differentially exposes them

to aggregate shocks post 2004. That would be the case if, for instance, treated cities are ex-

ante more exposed to the commodity boom of the mid 2000s. Second, our policy might have

coincided with shocks that specifically affected treated cities, such as idiosyncratic shocks to

banks entering treated cities or a targeted expansion of welfare programs.

We address the threat produced by ex-ante differences in three ways. (i) We show that

our matched treatment and control groups are similar over a rich array of city characteristics

that were not included in the matching process, including exposure to the commodity sector,

skilled employment, political affiliation, size of the informal sector, or the co-movement of

local GDP with aggregate fluctuations. While common support in levels is not required for
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differences-in-differences designs, such similarity makes the common-trend assumption more

plausible, as these similarities in the level of characteristics make it less likely that they

reacted differently to broader macroeconomic shocks post 2004.

In addition, (ii) we show that our results are quantitatively unchanged after directly

controlling for a wide range of pre-reform controls interacted with year fixed effects. Es-

timating all possible combinations of pre-reform controls across the hundreds of different

specifications yields very similar point estimates. Finally (iii), we exploit the granularity

of our data to build a city-by-industry difference-in-differences estimator. This allows us

to include industry-by-year fixed effects and non-parametrically control for any unobserved

time-varying sector-specific shocks (e.g., commodity booms or trade shocks). Our coeffi-

cients of interest are estimated in this case by comparing the same sector across treated and

control cities, and therefore this strategy does not require that treated and control cities are

similarly exposed to sector-specific shocks. We show that point estimates at the city-industry

level are quantitatively similar to city-level estimates.

Our setting also addresses a wide array of potential ex-post treated-specific shocks be-

cause, by construction, control cities already have a government-owned bank. Therefore, any

shocks specific to government-owned banks (such as an overall increase in lending by public

banks) will affect both treated and control cities at the same time and will be absorbed by

our difference-in-differences specification. This design also addresses the possibility that wel-

fare program expansion might differentially benefit treated cities, since some of the largest

welfare program are distributed by one of the public banks already present in control cities

(including the largest at the time, Bolsa Famı́lia). Therefore, an expansion of these programs

would also affect both control and treated cities. In additional robustness tests, we show

that results are robust to including state-by-year, which controls for state-level shocks such

as differences in state-administered welfare programs. At the municipality level, our effects

are unchanged when we compare treated and control cities with the same political affiliation

or directly control for the observed changes in expenditures.

We end the paper by discussing how our reduced-form identified coefficients can provide

useful causal moments for the macro-finance development literature and of the potentially

important frictions or sources of heterogeneity that future models could incorporate. Our

paper shows the importance of explicitly linking distance to the nearest bank to the cost and

availability of credit as in Ji, Teng, and Townsend (2021). We provide causal estimates of how

changes in distance can affect credit supply and saving in interest-bearing products, as well as

their impact on employment, firm growth, and firm entry. We also provide moments linking

changes in the supply of credit and real outcomes, which are a key parameter in macro-

development models in which a reduced-form collateral constraint affects economic growth.
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The considerably larger effects we find for treated cities in banking deserts points toward

the existence of a non-linearity around very low levels of external finance, something that is

usually not explicitly modeled and could help to reconcile different results in the literature.

Finally, our paper highlights the importance of worker heterogeneity and constraints on the

supply of human capital in accounting for the dynamics of wage inequality as a result of

financial development in macro-finance models.

Literature Our paper contributes to several strands of literature. The closest one is on the

role of bank branch locations on financial intermediation costs and economic development.

Empirical evidence on how financial inclusion affects real economic outcomes is scarce despite

its central role in macro-development models where geographical distance to a bank branch

governs financial intermediation costs and the returns to saving.4.

Our contribution to this literature is threefold. First, our high-quality administrative

panel data allow us to track the long-run effect of a policy promoting financial inclusion

on a large set of outcomes, both financial (deposit, credit) and real (employment, average

wage, entrepreneurship, firm size and wage distribution), to study the full causal chain link-

ing financial inclusion, credit supply, economic growth and its distributional consequences.

By contrast, the empirical evidence that does exist is mostly concentrated on developed

economies and focused on financial outcomes such as credit or wealth accumulation.5 The

literature on developing countries has mostly focused on the introduction of specific bank

branches in localized markets and used short-run cross sectional survey data to study real

outcomes, and find small, short lived positive effects or even negative effects.6

Second, the intervention we study is very large, capable of creating important “local

general equilibrium” effects, including on people who do not directly benefit from the bank

expansion. This is in contrast with most of the literature on developing countries that has

used randomized controlled trial shocks to specific banks with a focus on directly affected

bank clients. The positive effects on non-clients are potentially a key driver of multiplier

4. See for instance Greenwood and Jovanovic (1990); Greenwood, Sanchez, and Wang (2010); Ji, Teng,
and Townsend (2021).

5. Papers studying credit outcomes in developed countries include Nguyen (2019) and Granja, Leeuz,
and Rajan (2022) (US), Bonfim, Nogueira, and Ongena (2020) (Portugal), and Duquerroy, Mazet-Sonilhac,
Mésonnier, and Paravisini (2022) (France), while Célerier and Matray (2019) (US) studies wealth accumu-
lation of low income households.

6. See Bruhn and Love (2014); Burgess and Pande (2005); Young (2019); Allen et al. (2020); Barboni,
Field, and Pande (2021); Fe Cramer (2022) for positive effects and Kochar (2011) for negative effects.
A complementary approach exploits randomized controlled trials to study the implications of access to
microcredit and savings products in developing countries. The literature on microcredit is surveyed in
Banerjee, Karlan, and Zinman (2015), which concludes that microcredit has “modestly positive, but not
transformative, effects,” with the notable recent exception of Breza and Kinnan (2021) who find large
positive effects but studies a credit shock rather than a change in access to financial services.
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effects, which can account for why we find large positive effects on economic development

while most papers find limited effects. The fact that our policy affected entire local labor

markets also allows us to study its effect on the evolution of wage inequality and the premium

for human capital.

Third, because we observe the universe of bank branches in Brazil, we can study how the

effect of the policy depends on the initial branch network. Our findings highlight that the

benefits of financial inclusion increase with the pre-reform distance of a city to an existing

bank branch, pointing to a spectrum of financial inclusion that ranges from having a local

bank branch all the way to being in a banking desert. A policy implication of this continuous

view of financial inclusion is that financial inclusion policies can reap larger benefits at

lower costs by carefully taking into account the initial network of bank branches, which is

important given the large number of policies around the world attempting to foster economic

development by promoting financial inclusion.

This paper also contributes to the empirical literature using natural experiments to show

how financial frictions, broadly defined, affect economic development.7 Most of the evidence

for developing countries studies short-run capital injections that originate outside the city

and focuses on changes in credit, holding fixed the network of banks.8 Our paper highlights

a fundamentally different mechanism and our object of interest is the promotion of financial

inclusion by expanding the network of bank branches. This branch expansion fosters the

mobilization and pooling of local savings to start a virtuous circle between increased deposits,

higher credit and economic development, originating from within the city as distance between

depositors, lenders and borrowers is reduced. Therefore, our results imply that how credit

is distributed across places can matter as much as how much credit is distributed.

Third, we contribute to the literature studying the effect of financial development on

wage inequality. Theoretical work in this literature focuses mostly on wealth inequality or

total income inequality (which include capital income) and derives ambiguous effects. The

7. An earlier literature looks at how financial frictions relate to economic development using cross country
evidence. This literature is for instance reviewed in Levine (2005), Beck, Demirgüç-Kunt, Laeven, and
Levine (2008) and Beck and Levine (2018). See Buera, Kaboski, and Shin (2011), Buera and Shin (2013)
or Midrigan and Xu (2014) for macro-models linking financial frictions and development and the survey in
Buera, Kaboski, and Shin (2015). See also Xu (2022) and Xu and Yang (2022) and references therein for
the importance of financial frictions in cross-country trade and growth, and long-run historical contexts.

8. For instance shocks to the liquidity of lenders coming from targeted lending programs in India (Banerjee
and Duflo, 2014) and Brazil (Bazzi, de Freitas Oliveira, Muendler, and Rauch, 2021), changes in deposit
inflows (e.g., Bustos, Garber, and Ponticelli, 2020), deposit volatility (Choudhary and Limodio, 2022), large
government grants in Thai villages (e.g., Kaboski and Townsend, 2011; Kaboski and Townsend, 2012), or
broader financial market reforms such as bankruptcy reforms (e.g., Ponticelli and Alencar, 2016; Fonseca
and Doornik, 2021 for Brazil), collateral laws (e.g., Haselmann, Pistor, and Vig, 2010; Vig, 2013; Calomiris,
Larrain, Liberti, and Sturgess, 2017), or financial liberalization (e.g., Crescenzi and Limodio (2021), Bau
and Matray (2022) and references therein).
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effect of financial development depends on whether that development is concentrated on

the intensive or the extensive margin (e.g., Greenwood and Jovanovic, 1990, Townsend and

Ueda, 2006; Greenwood, Sanchez, and Wang, 2010), how it alters the aggregate demand

of workers and investment returns (e.g., Giné and Townsend, 2004; Falcao Bergquist et al.,

2019; Buera, Kaboski, and Shin, 2021; Besley et al., 2020), and whether individuals can

accumulate human capital (e.g., Mestieri, Schauer, and Townsend, 2017). These models

generally conclude that capital income pushes inequality upward, as it mostly benefits the

wealthy and entrepreneurs, while increasing wages pushes inequality downward (e.g., Besley

et al., 2020; Buera, Kaboski, and Shin, 2021; Ji, Teng, and Townsend, 2021). These theoret-

ical and quantitative results that wage inequality should go down as financial development

increases rely on the assumption that labor is a homogeneous input to production. There-

fore, higher labor demand in more-productive sectors will benefit more lower-paid workers

who reallocate away from less-productive sectors.9

Our contribution to this literature is twofold. First, we provide rare empirical evidence on

the effect of financial inclusion on wage inequality, as empirical evidence focuses on developed

countries (see Beck, Levine, and Levkov (2010) for evidence from the US) and studies credit

rather than financial inclusion. Second, we show that financial inclusion leads to higher

wage inequality in our setting due to skill differentials. We therefore show that taking into

account labor heterogeneity and limits to human capital accumulation in macro-development

models is crucial to better understanding and predicting how policies promoting financial

development will affect inequality.

Fourth, this paper contributes to our understanding of how financial frictions impact

capital and entrepreneurial talent misallocation and thereby economic development.10 More

broadly, we relate to the literature studying how financial frictions affect firm labor demand

and employment outcomes.11 We contribute to the specific subset of the literature that

studies how financial frictions affect the demand for skilled workers and the skill premium in

9. A separate literature has studied how worker heterogeneity interact with labor market frictions and
can affect development and labor misallocation, but these models do not incorporate financing frictions, en-
trepreneurship and firm growth with heterogeneous entrepreneurial talents. See Porzio (2017) and references
therein for a recent treatment, and Bruhn, Karlan, and Schoar (2010) for the discussion of the importance
of “managerial capital” in additional to human capital.
10. See, among many others: Giné and Townsend (2004); Townsend and Ueda (2006); Banerjee and Moll

(2010); Buera, Kaboski, and Shin (2011); Kaboski and Townsend (2011); Buera and Shin (2013); Midrigan
and Xu (2014); Moll, Townsend, and Zhorin (2017); Bau and Matray (2022).
11. See among many others: Peek and Rosengren, 2000; Bertrand, Schoar, and Thesmar (2007); Chodorow-

Reich, 2014; Duygan-Bump, Levkov, and Montoriol-Garriga, 2015; Hombert and Matray, 2017; Bai, Car-
valho, and Phillips, 2018; Berton, Mocetti, Presbitero, and Richiardi, 2018; Benmelech, Frydman, and
Papanikolaou, 2019; Caggese, Cunat, and Metzger, 2019; Bottero, Lenzu, and Mezzanotti, 2020; Green-
stone, Mas, and Nguyen, 2020; Baghai, Silva, Thell, and Vig, 2021; Bernstein, Colonnelli, Malacrino, and
McQuade, 2021; Doornik, Gomes, Schoenherr, and Skrastins, 2021.
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developing countries (Fonseca and Doornik, 2021), as well as how constraints on human cap-

ital accumulation shapes development paths (e.g., Hsieh, Hurst, Jones, and Klenow (2019);

Rossi (2020) for a review, and Porzio, Rossi, and Santangelo (2022) for recent examples).12

Finally, because the reform we explore relies on the expansion of government-owned

banks, we relate to the broad literature studying the economic effects of government owner-

ship of banks (e.g., Sapienza, 2004; Dinç, 2005; Cole, 2009; Carvalho, 2014; Delatte, Matray,

and Pinardon Touati, 2020; Garber, Mian, Ponticelli, and Sufi, 2021). Most of this litera-

ture emphasizes the risk of political capture and the creation of politically motivated credit

cycles. We show that such forms of ownership can have positive effects on economic devel-

opment when the private sector is unable or unwilling to serve underprivileged areas, even

in countries where corruption can be high (e.g., Ferraz and Finan, 2008; Avis, Ferraz, and

Finan, 2018; Colonnelli et al., 2022). More broadly, we also contribute to the literature

studying how public institutions and government programs shape labor markets in Brazil

(e.g., Ferraz, Finan, and Szerman, 2016; Colonnelli, Prem, and Teso, 2020; Colonnelli and

Prem, 2021; Araujo et al., 2021).

2 Institutional background and data

2.1 The banks for all program

Government-owned banks account for nearly half of bank lending in Brazil but were unevenly

distributed geographically prior to 2004, with around 60% of municipalities having no phys-

ical presence of government-owned banks. Due to the crucial role that government-owned

banks play in reaching underserved communities in Brazil (Mettenheim, 2010), this unequal

distribution likely contributed to the fact that nearly 40% of Brazilians were unbanked at

the time.13

Banks for All (Banco para Todos) was a federal government program announced in 2004

as part of the government’s 2004–2007 multi-year plan (Plano Plurianual). The program was

under the purview of the Finance Ministry (Ministério da Fazenda) and aimed to provide

Brazil’s unbanked population with access to financial services and products through the

actions of federal government banks, particularly Caixa Ecônomica Federal and Banco do

Brasil.

To achieve the goal of reaching underserved communities, the federal government pro-

12. For recent works on financial frictions and the demand for skilled in developed countries, see Quincy
(2020) and Jasova et al. (2021).
13. The Central Bank of Brazil estimates that 60.81% of adults had a banking relationship in 2005, the

first year for which data is available.
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moted the physical presence of public banks throughout the country, focusing on cities with

no presence of government banks. Figure 1 plots the evolution of municipalities without a

public bank branch since 2000 (the dashed red line). Consistent with the effect of the reform,

this share is stable until 2004 at 60%, then drops abruptly in 2005 and keeps declining such

that in 2014, only 44% of municipalities have no government-owned banks. Figure 1 also

reports the share of municipalities without any bank branch (the solid blue line), and shows

that expansion of public banks resulted in a drop in the share of cities without any bank

branches.

Unlike government-controlled banks in other developing countries, public banks in Brazil

(and in particular the federally-controlled banks responsible for the policy-induced branch

expansion we study) are profitable and their performance is comparable to that of both

foreign and domestic private banks (Mettenheim, 2010). These federal government banks

differ from private banks in some dimensions, such as in having a legal mandate to provide

earmarked credit.14 However in practice, public banks are similar to private banks in their

lending practices and the sectors to which they lend.15 For instance, public and private banks

have similar portfolio compositions across credit products and borrowers, charge similar

interest rates and face similar delinquency rates (Coelho, Mello, and Rezende, 2013).

Figure 1: Share of Municipalities without Bank Branches
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0.60
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No Public Bank No Bank

This figure plots the evolution of the share of municipalities without at least one government-owned bank branch in red and
the share of municipalities without any bank branches in blue.

14. There are also incentives for private banks to provide earmarked credit and, in fact, nearly 40% of
outstanding indirect earmarked loans to firms in 2016 were originated by private banks (Ornelas, Pedraza,
Ruiz-Ortega, and Silva, 2021).
15. Brazil, like many developing countries, has a national development bank (BNDES) that grants subsi-

dized loans to targeted sectors. Importantly, this bank was not part of the branch expansion we study and
its lending was not specifically targeted at treated or control cities.
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The program succeeded in reaching unbanked cities and underbanked populations. Ac-

cording to an evaluation of the program by the federal government, public banks opened

7.8 million accounts and banked 1.46 million low-income, previously unbanked individuals

between 2004–2007 (Ministério da Fazenda, 2007).16 In Section 4, we formally show that

cities without public bank branches prior to 2004 saw a sharp increase in credit and deposits

following the introduction of the program.

In order to reach the unbanked, the program also relied on correspondent banking outlets.

These arrangements consist of banks hiring commercial entities—typically lottery retailers,

post offices, pharmacies, and other retailers—to serve as distribution outlets for financial

services. Since 2003, financial services offered by correspondents include the opening of

accounts, deposits and withdrawals, payments, and loan applications.17 The number of

correspondents went from approximately 20,000 in 2000 to over 150,000 in 2010 (Loureiro,

Abreu Madeira, and Bader, 2016) and, taking into account partnerships with correspondents,

government-owned banks were present in 100% of municipalities by 2007 (Ministério da

Fazenda, 2007).

While we do not observe the precise location of correspondents, we know that, prior

to the reform, they were concentrated in areas already served by bank branches (Loureiro,

Abreu Madeira, and Bader, 2016). In fact, in 2000, only 10 out of over 5,000 municipalities

was served by a correspondent outlet but not by a bank branch (Kumar, Nair, Parsons, and

Urdapilleta, 2006). Moreover, prior to 2003, correspondents were not allowed to provide

most of the services they offer today. Thus, to the extent that they were available, they

mostly provided bill payment services and were not a meaningful substitute for financial

institutions (Bittencourt, Magalhães, and Abramovay, 2005).

2.2 Data

We use data from four distinct sources. Matched employer-employee data come from the

Relação Anual de Informações (RAIS), a mandatory annual survey containing informa-

tion on the universe of tax-registered firms in Brazil. There are severe penalties associated

with incomplete or late information, which leads to a high degree of compliance and essen-

tially complete coverage of all employees in the formal sector. RAIS contains time-invariant

identifiers for workers and firms, as well as information on where the firm is located. We

also observe data on workers average gross monthly earnings, occupation and several socio-

demographic characteristics such as their education, race, age, and gender.

16. For comparison, in 2007, there were approximately 16 million individuals residing in the cities that
compose our treatment group.
17. CMN Resolution 3,110 of July 31, 2003.
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Using geographical information on firms, we build a city-level panel from 2000 to 2014

with information on average wages, wage inequality, employment, and skill-specific wages.

Because municipality borders have changed over time, we use as our level of aggregation

minimum comparable areas (Área Mı́nima Comparável, or AMC), which can be consistently

tracked throughout our sample period. This reduces the number of cities from over 5,000 to

4,260. In the rest of the text, we use the term “city” to refer to an AMC.

The number of bank branches, lending activity, and deposits come from the ESTBAN

database maintained by the Central Bank of Brazil. The data provides bank branch balance

sheet information at the city level, which allows us to decompose the number of branches,

credit, and deposits between public and private banks. Note that these data do not include

correspondent banking outlets, which means that we do not observe the full impact of the

program on financial inclusion. We discuss this point further in Section 4.

Finally, we use city-level aggregate data. We obtain time-varying outcomes from the

Brazilian Institute of Geography and Statistics (Instituto Brasileiro de Geografia e Es-

tat́ıstica, or IBGE), and cross-sectional demographic and economic characteristics in 2000

from the Census, such as population distribution across years of schooling and share of

workers in informality.

3 Empirical strategy

The reform promoted financial inclusion by targeting cities with no government-owned banks,

so we identify treated cities as those that did not have a public bank prior to 2004. This

implies that all control cities had a public bank prior to the reform.18 We can identify the

effect of the financial inclusion reform by comparing the evolution of multiple economic out-

comes for treated and control cities, before and after the reform, in a difference-in-differences

setting. The key identifying assumption is that absent the reform, treated and control cities

would have evolved in close parallel. While this identification strategy does not require that

treated and control cities be similar in levels prior to the reform, any such similarity makes

the common-trend assumption more plausible.

This strategy raises a natural challenge: the average treated city in Brazil does not look

like the average untreated city. Since the reform targeted unbanked cities, these tended to be

smaller and less developed, and it is possible that they evolved and grew in different ways after

the reform relative to other untreated cities for reasons not directly tied to the reform. For

instance, they could have disproportionally benefited from the period of sustained growth,

partially fueled by a commodity boom, that Brazil entered into during our sample period.

18. Cities with no public bank prior to 2004 represents 43% of Brazilian cities.
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Figure 2 plots a covariate balance test and shows that the unconditional difference in levels

between treated and untreated cities (green coefficients) is large and significant for most city

characteristics.

In order to address this challenge and to strengthen our empirical strategy, we use a

parsimonious matching approach to construct a control group of untreated cities that is

observably similar to treated cities on a wide set of characteristics.

Matching. Our matching strategy first targets city size. We start with all 4,260 cities and

compute quintiles of population. We then match each treated city with all control cities

in the same population quintile with replacement. Applying this parsimonious approach

addresses a large part of the heterogeneity. The red dots in Figure 2 show that the treatment

and control groups are now similar over a rich array of city characteristics constructed pre-

reform, that were not targeted in the matching process. These characteristics include proxies

for: economic development (GDP, employment, skilled employment, size of informal sector);

propensity to receive social transfers (local government expenditures, political affiliation of

the mayor); economic integration (distance to the state capital, share of population born

elsewhere, exports and imports made by local firms); exposure to aggregate shocks and

the commodity sector (local GDP co-movement with aggregate GDP, total employment in

commodities, exposure to commodity prices post reform); and development of the private

banking sector (private loans and private deposits). In addition, while some of the point

estimates are not exactly zero, the standardized difference between both groups remains

well below the threshold of 0.20 suggested by Imbens and Rubin (2015).

After matching on population quintile, the only remaining large and statistically signifi-

cant difference between treated and control cities is the change in the Gini index during the

pre-period. Since we are interested in understanding how financial development affects in-

equality, and because Brazil experienced large changes in inequality during this period (e.g.,

Lopez and Perry, 2008; Helpman, Itskhoki, Muendler, and Redding, 2017) we also match on

changes in inequality pre-reform. We do so by selecting the three control cities in the same

population quintile with the closest pre-reform Gini growth. The blue dots in Figure 2 show

differences between treated and control cities after we further restrict our matches to this

criterion. The difference in Gini growth becomes much closer to the 0.2 threshold and later

in the paper, we show that the Gini index of treatment and control units evolved in close

parallel prior to the reform, and that there is no evidence of pre-trends (Figure 6).

After our baseline matching procedure, we are left with 1,415 treated cities and a total of

3,918 control cities. We report the summary statistics of our final sample in Table 1, and we

display the spatial distribution of treated and control cities in Figure 3. Treated and control

cities are spread out across Brazil and do not show geographical clustering.
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Figure 2: Covariate Balance
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This figure shows coefficient estimates and 95% error bands of the difference between treated and control cities along different
variables. All variables are normalized to have a mean of zero and a standard deviation of one in the full sample. “Unconditional”
refers to the sample where we compare treated cities to all untreated cities. “Population” refers to the sample where we match
treated cities with untreated cities in the same population quintile pre-reform. “Population + Gini” refers to the sample where
we select the three control cities in the same population quintile with the closest pre-reform Gini growth.

Econometric specification: city level. We analyze the effect of an increase in bank cov-

erage on economic development and inequality by estimating a series of matched difference-

in-differences (D-i-D) specifications of the form:

Yc,g,t = β Treatedc × Postt≥2004 +Xc,t + θc + δg,t + εg,c,t (1)

where Yc,g,t are various city outcomes for city c at year t that belongs to a matched treated-

control group g, and Treatedc is a dummy variable that takes the value one if city c had no

government-owned banks prior to 2004. θc are city fixed effects that remove time-invariant

heterogeneity across cities, and δg,t are matched group-by-year fixed effects that controls for

time-varying unobserved heterogeneity across groups. Because we select our groups using

pre-reform population size and inequality growth, the inclusion of matched group-by-year

fixed effect implies that we are absorbing unobserved correlated shocks that might exist

between these characteristics and the reform.

For example, concerns that smaller cities may have grown for reasons unrelated to the

reform will be addressed because the parameter of interest β is identified solely by comparing
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Table 1: Summary Statistics

Mean Med. St. Dev. N

Loans per Capita 2,178.97 1,318.48 2,471.04 4,713

Public Loans per Capita 1,947.36 1,110.20 2,379.00 4,713

Private Loans per Capita 231.61 53.34 445.12 4,713

Total Branches 1.72 1.00 1.25 4,713

Public Branches 0.92 1.00 0.63 4,713

Private Branches 0.80 1.00 0.91 4,713

Deposits per Capita 1,446.11 1,041.17 1,469.56 4,713

Public Deposits per Capita 1,055.89 733.40 1,232.78 4,713

Private Deposits per Capita 390.21 102.22 629.18 4,713

Wage 913.01 881.31 268.35 4,713

Total Employment 1,023.15 648.00 1,446.76 4,713

Share Skilled 0.09 0.08 0.05 4,713

Skill Premium 2.28 2.14 0.69 4,713

Gini Index 0.31 0.31 0.05 4,713

Population 12,156.20 9,031.00 12,474.92 4,713

GDP per Capita 13,581.36 9,500.44 23,343.73 4,713

Share Manufacturing 0.21 0.14 0.20 4,713

Share Agriculture 0.14 0.09 0.14 4,713

This table reports summary statistics of average city-level characteristics our final sample. Monetary values are in 2010 BRL.
Number of bank branches, lending activity and deposits are from the ESTBAN database. Wage, employment, and other
labor market variables are from the RAIS database. Local GDP per capita, population, and the share of manufacturing and
agriculture in local value added are from the Brazilian Institute of Geography and Statistics.

cities within the same group, i.e., within the same size quintile. Similarly, unobserved shocks

to places with larger changes in their Gini prior to 2004 will also be differenced out by these

fixed effects. Xc,t is a collection of city level controls that we include in robustness analysis.19

We cluster our standard errors at the city level to account for serial correlation and weight

the regression by population size at the beginning of the period to estimate the aggregate

effect of the reform on inequality and economic development.

Identifying assumptions and potential threats to identification. Our identification

strategy faces two main threats: (i) Even if treated and control cities are perfectly similar

ex-ante, unobserved ex-post shocks might specifically affect the cities that are treated by our

financial inclusion policy. (ii) Despite the use of a matching procedure, the variable we use

to sort cities into treatment and control groups—the presence of a government-controlled

bank—might still be correlated with other city-level characteristics that make treated units

more sensitive to aggregate shocks post 2004. We discuss how we address both of these

19. We use the value pre-reform and interact with year fixed effects to avoid the classic problem of “bad
controls.”

16



Figure 3: Geographical Distribution of Treated and Control Cities

This figure shows the geographical distribution of treated and control cities. “Not in sample” refers to cities that are neither
treated nor part of the matched control group, and thus not in our final sample.

concerns below.

(i) Treated-specific ex-post shocks. Even with perfect ex-ante covariate balance between

treated and control cities, the estimated effect of promoting financial inclusion on city-

level outcomes could be biased if this policy correlates with other unobserved shocks that

specifically affect cities that received the treatment. This is a concern in a setting where

no city has a bank and identification is achieved by bank entry in some cities and not

others. However, it is important to emphasize that our setting is conceptually different. By

construction, public banks are present in all control cities prior to the reform. Therefore,

any bank-specific shock after 2004 will affect both treated and control cities.

This setting therefore directly addresses two standard concerns about empirical designs

featuring bank entry. First, if public banks experience idiosyncratic shocks that affect their

credit supply after 2004 (either due to shocks to their cost of funding or because they face

political pressure to extend credit), both treated and control cities will benefit from a credit

expansion, and our coefficient of interest will not be biased.

Second, potential correlations between financial inclusion policies and the expansion of

other social welfare programs after 2004 are also addressed due to a specificity of the Brazilian

institutional context. Most of the large-scale welfare programs, and in particular Bolsa

Famı́lia, are distributed via public banks. Therefore, all cities (including cities in the control
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group) would benefit from the creation or expansion of such programs. We also conduct

more detailed tests about this specific concern in Section 7.2 and find no evidence that it

biases our results.

(ii) Covariate balance and ex-ante differences. The second main concern is that ex-

ante differences lead treated cities to respond differentially to aggregate shocks.

We address this problem in four ways. First, as we show in Figure 2, using a parsimonious

matching estimator allows us to obtain covariate balance across a wide range of proxies

for exposure to commodity-driven aggregate growth, economic integration of the city, and

exposure to welfare programs promoted by left-leaning governments. Second, we show that

treated and control cities were on a similar trend before the reform for a host of outcomes

(credit, employment, number of firms, inequalities) in Sections 4, 5, and 6. The parallel-

trends pre-reform indicate that any remaining unobserved differences that could drive the

estimated effects would need to have not mattered before 2004 and only mattered afterward.

Third, we directly control for a collection of additional city-level characteristics. We

show in Appendix Tables A2 and A3 that point estimates are very stable to the inclusion of

controls such as GDP per capita, employment in the commodity sector, skilled employment,

political affiliation of the mayor, trade, distance to the state capital, and the co-movement

of local GDP with aggregate fluctuations, as well as to all the different combinations of such

controls.20

Finally, we exploit the granularity of our data and adapt equation (1) into a D-i-D

estimator at the city-by-industry level, which allows us to relax the assumptions needed to

identify the effect of the reform. Because we can now include industry-by-year fixed effects

and therefore non-parametrically control for time-varying unobserved industry shocks, the

effect of the reform remains unbiased even if treated and control cities are unbalanced in their

exposure to sector-specific shocks (for instance because treated cities have more employment

in the commodity sector).

Specifically, we estimate the regression:

Yi,c,g,t = β Treatedc × Postt≥2004 +Xi,c,t + γi,c + δi,g,t + εg,c,t (2)

The key difference in equation (2) relative to our city-level D-i-D is that we can include

δi,g,t, i.e., matched group-by-industry-year fixed effects. These fixed effects mean that β is

estimated by comparing the same industry across treated and control cities that belong to

20. Given that the reform may have a direct impact on many city characteristics, using time-varying
controls would potentially bias our coefficients of interest. This is commonly referred to as the problem of
“bad controls” (e.g., Angrist and Pischke, 2008). We address this problem by using the pre-reform value of
these controls interacted with year fixed effects.
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the same matched group. This implies in particular, that sector-specific level shocks post

2004, such as commodity booms or productivity shocks specific to certain sectors, cannot

bias the estimation of β. We report the results and details of the estimation in Section 7.1.

4 Effect on financial inclusion

In this section, we start by describing how the policy affected financial inclusion by fostering

bank entry and increased deposits and lending in similar proportion. We then discuss the

possible frictions that can explain the patterns we observe in the data and how the reform

could affect real outcomes.

4.1 Effect of the reform

Higher access to bank branches. We start by showing that the reform increased access

to bank branches, as the entry of government-owned banks did not crowd out private banks.

To do so, we estimate equation (1) with a dummy variable for whether a city has a bank

branch. In Figure 4, we report the event study coefficients of our difference-in-differences

estimation for the dummy variable for having a bank branch. Panel (a) shows results for any

bank branch, while panel (b) decomposes the total change (the grey circles) into the change

coming from public banks (the blue diamonds) and private banks (the green triangles).

Figure 4: Effect of the Program on Having a Bank Branch
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This figure plots the yearly coefficients and 95% confidence intervals of the difference-in-differences estimator in equation (1) of
the 2004 bank reform. Dependent variables are dummies that equal one if the city has a branch of any bank, a public bank, or
a private bank, respectively.

Two facts are noteworthy. First, the probability of having a branch from a private bank

19



in treated and control cities evolve in close parallel prior to the reform. This result indicates

that private banks in treated and control cities evolved in the same way during the large

credit boom that Brazil experienced prior to the reform, and remain on similar trends even

after the reform.

Second, the expansion of public banks only modestly crowds out private banks, resulting

in a large increase in overall financial development for treated cities. The probability of

having a public bank branch or any bank branch increases sharply after 2004, in line with the

aggregate pattern reported in Figure 1, and it continues to increase progressively throughout

the period with no mean reversion post reform.

Increased deposits and credit. We then study how this higher presence of bank branches

affected deposits and credit supplied. We define new loans and new deposit, as loans and

deposits from branches that were opened after the reform.21

We show plots for new deposits per capita and new loans per capita in Figure A1 in the

Appendix.22 Panel (a) of Figure A1 shows that the initial increase in credit after the reform

continues throughout the period and is driven entirely by public credit. There is a modest

decline in private credit after 2010, but the total amount of credit still rises substantially

after the reform. Panel (b) of Figure A1 reports analogous results for new deposits per

capita, and shows that deposits increase sharply in 2005 and continue to rise throughout

the post-reform period. Private deposits increase modestly after the reform, implying some

crowding in of public bank expansions to deposits in private banks.

Table 2: Effect of the Program on Bank Branches, Credit, and Deposits

Dependent Variable: Has Bank Branch New Deposits per Capita New Loans per Capita

All Public Private All Public Private All Public Private

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Treated×Post 0.187*** 0.425*** -0.022* 142.325*** 118.632*** 23.692* 155.164*** 181.635*** -26.470**

(0.015) (0.016) (0.013) (25.428) (19.738) (12.096) (28.461) (24.569) (11.574)

City FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Match×Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Observations 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995

This table shows the effect of the reform on financial development outcomes at the city level. Has Bank Branch variables are
dummies that equal one if the city has a branch of any bank, a public bank, or a private banks, respectively. New Loans per
capita and New Deposits per capita are, respectively, loans and deposits in 2010 BRL from branches that were opened after
the program, divided by population. ***, **, * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

21. This definition implies that new loans and new deposits per capita will equal zero for both treatment
and control units prior to the reform.
22. By definition , these variables equal zero for both treated and control units prior to the reform. This

means that, unlike Figure 4, this exercise should not be interpreted as a test of the parallel trends assumption.
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We report pooled estimates in Table 2. For all variables, the reform has a strong and

significant effect on financial inclusion, driven by government-owned banks. The probability

of having a bank branch increases by 18.7 p.p. (column 1), which fosters the accumulation

of deposits that increases by BRL 142 per capita (column 4). As the local branches have

more resources, they can extend credit in almost the exact same proportion, as new loans

per capita increases by BRL 155 (column 7). These different variables are driven by the

expansion of public banks (columns 2, 5, 8).

These results confirm the idea that financial inclusion policies can be successful at start-

ing the virtuous circle between saving accumulation and credit, and show that the credit

expansion in cities that benefited from the reform is self-sustained, and not coming from

capital flowing away from control cities.23

As a robustness check, we report estimates that can be interpreted as percentage changes.

Because treated cities have no government-owned banks by construction, which introduces

multiple zeros in our dataset, we report event studies for total credit and total deposits using

the inverse hyperbolic sine transformation in Figure A2 and pooled estimates in Table A5

in the Appendix.24 The event studies show that credit and deposits for treated and control

units evolve in close parallel prior to the reform. The expansion in credit and deposits is

therefore entirely driven by public banks, with minimal crowding out of private banks.

4.2 Discussion: how does the reform affect financial inclusion?

Why do banking deserts exist in developing countries? The permanent shift in

deposits and credit, together with the sustained effect on economic activity that the financial

inclusion policy triggered (analyzed below), implies that treated cities that received a bank

branch were profitable markets. Then why did banks not serve these markets prior to

the reform? Three reasons can explain this pattern. First, the Brazilian banking sector

underwent extensive privatization and restructuring during the 90s, which led to branch

closures and increasing market concentration, leaving many cities without a bank branch

(e.g., Camanho and Carvalho, 2022).

23. While the SUTVA assumption is, by definition, impossible to test, we also show in Appendix Figure A3
the evolution of total credit separately for treated and control cities. While the growth of credit in treated
cities accelerates after 2004, it does not appear to be at the expense of a slowing down of credit in control
cities.
24. The inverse hyperbolic sine transformation of the log function is defined as log[X+(X2+1)1/2]. Except

for very small values of X, the inverse sine is approximately equal to log(2X) or log(2) + log(X), and so it
can be interpreted in exactly the same way as a standard logarithmic dependent variable. But unlike a log
variable, the inverse hyperbolic sine is defined at zero and is less sensitive to jumps around zero than the
more widely used log(X + 1) transformation.
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Second, on the revenue side, monopolistic competition and downward sloping demand

curves imply that banks can maximize their markups and hence their profits by restricting

quantities, which will restrict bank expansion. The limit on bank network expansion will

be amplified when the uncertainty about the profitability of possible markets is high (e.g.,

Hellmann, Murdock, and Stiglitz, 1997), which is likely the case for many smaller cities in a

developing country like Brazil.25

Third, on the cost side, the existence of fixed costs in setting up a branch and the need

to minimize distance across branches to minimize costs implies that banks do not decide

on branch locations in an unconstrained way, but instead will extend their network in a

capillary way and up to certain limit, particularly in a country as geographically large as

Brazil. Therefore, cities where banks would be profitable if historical branch networks were

different may remain unbanked.

The revenue and cost reasons that explained why banks did not serve these cities before

the reform can also explain why the entry of public banks did not crowd in private banks,

despite the collection of evidence that these cities have solvent demand.26

How does this policy affect financial development? Before turning to the real effects

of this financial inclusion policy, we discuss in this section the channels through which it

might foster economic development and highlight three key characteristics of this policy to

keep in mind when interpreting its effects on real outcomes.

First, the policy leads to a change in the steady state of financial development and should

not be confused with a one time infusion of capital or fiscal spending. Indeed, the financial

inclusion policy has a long-lasting and permanent effect on the number of branches and

volume of credit, which do not mean revert after 2004 (Figure 4 and A1). This sustained

financial development over a ten year window, together with similar sustained economic

development (see below) also rules out the concern that the policy was fueled by bad loans,

as this should trigger a boom-bust cycle.

Second, this change in steady-state financial development starts a virtuous circle where

financial inclusion fosters savings that flow into local branches as deposits, allowing the

branches to grant more credit locally in roughly the same proportion. This implies that

treated cities are not a net receiver of capital flows from the rest of the economy, but instead

that banks that open branches in treated cities can raise enough resources locally to sustain

25. This puzzling feature of limited bank expansion to lower margin but profitable markets is actually a
feature that has been found in many countries, including developed countries with an active financial sector
like the US. See Célerier and Matray (2019) for evidence and references on this phenomenon.
26. A way to model why profit maximizing private banks would not enter following the entry of public

banks is to have a model where public banks maximize profits while, at the same time, caring about total
financial access. Assuncao, Mityakov, and Townsend (2020) shows that such a model can explain well the
geographical expansion pattern of government-controlled banks vs. private banks in Thailand.
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increased credit supply.

Third, this financial inclusion policy should not be equated with a generic government

spending policy. In addition to the permanent shift in financial development, which in itself

is inconsistent with a short-term stimulus, we show several additional results below that can

only be rationalized by improved access to financial services.

Two results in particular are hard to reconcile with local demand being boosted by fiscal

spending: (i) employment in the traded sector expands at least as much, if not more, than

employment in the non-traded sector (Section 5.2.1, Table 4); and (ii) the effect increases

proportionally with the distance to the nearest bank, which is consistent with a reduction in

financial access costs but should not be the case if the effect was driven by higher spending

in treated cities overall.

5 Effect on economic development

5.1 Average effect

We start by estimating the effect of the reform on aggregate outcomes at the city level.

Standard models of macro-finance development emphasize that financial frictions hamper

economic development because talented but poor individuals are unable to start a firm

(misallocation of talent) and existing productive but cash-poor firms are unable to expand

their business (misallocation of capital). As financial development progresses, more firms

are created and existing firms grow, generating higher demand for labor that translates into

higher wages.

We test how the financial inclusion policy affects the different elements of this causal chain

by estimating equation (1) with the total number of firms, total employment, employment

growth at small firms (less than 20 employees), large firms, average wage and the number of

industries as outcomes. Table 3 reports the results of these different regressions. In column

1, we show that the number of firms increases by 9.8% and that total employment increases

by 10%. This increase is concentrated at small firms (less than twenty employees), which

expands twice as fast as large firms (column 3 vs. 4). This increase in the demand for labor

explains why average wage increases by 4.1%.

In column 6, we study how the reform affected industry dynamics. Consistent with

models emphasizing that economic development requires countries to diversify their indus-

trial base and explore their comparative advantage (e.g., Hausmann and Rodrik, 2003; Imbs

and Wacziarg, 2003), we find that financial development increases the number of industries,
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which we measure as the number of distinct 2-digit industries (column 6).27 Using 3 or 4

digit industries yield quantitatively similar estimates.

Table 3: Effect of the Reform on Economic Development

Dependent variable # Firms Employment Employment Employment Average # Industries
all small firms large firms wage

(1) (2) (3) (4) (5) (6)

Treated×Post 0.098*** 0.100*** 0.214*** 0.116*** 0.041*** 0.047***
(0.013) (0.016) (0.026) (0.019) (0.006) (0.007)

City FE ✓ ✓ ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,947 79,995 79,995 79,995

This table shows the effect of the reform on economic development at the city level. All variables in columns 1–6 are in logs.
In columns 3 and 4, employment is decomposed between firms with less than 20 employees (“small firms”) and more than 20
employees (“large firms”). The number of industries (column 6) is the number of distinct 2-digit industries in the city-year.
Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.

We reproduce this analysis in graphical form by estimating the event study version of

equation (1) in Figure 5. In all cases, we find that treated cities display no pre-trend relative

to control cities. We also find that each outcome increases progressively over time after

the reform and stabilizes at a new high after five years, consistent with the notion that the

reform relaxed financial constraints and allowed the local economy to reach a new steady

state with a higher level of development.

Discussion of magnitudes. While we show in Section 4 that the reform led to financial

development, we do not observe the entire effect of the reform and therefore cannot use these

results as a “first stage.” In particular, all treated cities that did not experience the entry

of a bank branch after the reform obtained at least a banking correspondent (Ministério

da Fazenda, 2007), but we unfortunately cannot observe it in the data.28 Therefore, our

estimates on financial outcomes under-estimate the true impact of the reform on finance

development, and rescaling the coefficients on the economic development outcomes shown in

Table 3 by the point estimates in Table 2—as in a standard 2SLS approach—would inflate

the true magnitude of the elasticities.

Due to this caveat, we think the more natural approach is to directly interpret the point

estimates in Table 3 as the elasticity of economic development outcomes with respect to the

27. There are 52 distinct industries and the definition is consistent over time.
28. As explained in Section 2.2, data on bank branches does not keep track of banking correspondents.
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Figure 5: Effect of the Program on Firms, Employment, and Wage
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This figure plots the yearly coefficients and 95% confidence intervals of the difference-in-differences estimator in equation (1)
of the 2004 bank reform. Dependent variables are logs of total number of firms, total employment, and average wage in panels
(a), (b) and (c) respectively.

introduction of formal financial services. In this context, the two closest experiments to our

setting are Barboni, Field, and Pande (2021), which looks at the entry of bank branches in

Indian villages, and Bruhn and Love (2014), which looks at the opening of bank branches in

stores of a large retailer of consumer goods focused on underserved and low-income clients.

Barboni, Field, and Pande (2021) finds that a new bank branch leads to an 8% reduction

in poverty and a 6% increase in average income. The latter is comparable to the 4.1% increase

in average wages that we estimate in our setting. Bruhn and Love (2014) finds similar

estimates, with income increasing by 7%, employment by 1.4%, and informal businesses by

7.6%, although formal business is unaffected. Our larger effects on employment and business

creation can be explained by the fact that our experiment improved financial development

at the city level, and therefore is more likely to have positive “local GE effects.” The longer
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time period over which we can trace out the effect of the reform can also partly explain the

difference since resources reallocate slowly, particularly in developing countries (e.g., Buera

and Shin, 2013). These slow-moving changes underscore the importance of measuring and

taking into account transitional dynamics when estimating the effect of reforms on economic

development.

5.2 Mechanisms

There are two main channels through which financial development promotes economic growth

in this setting. First, bank expansion can foster local demand either because it relaxes indi-

viduals’ borrowing constraints and reduces their need for precautionary savings, or because

the opening of a bank branch functioned as fiscal stimulus.29

Second, bank expansion can foster supply by reducing investment frictions, thereby boost-

ing investment of existing firms and facilitating the entry of new firms. In this case, the

differential dependence on local demand should not matter and we expect both tradable and

non-tradable industries to benefit from the reform.

5.2.1 Consumption vs. business development channel

To test if most of the effect is coming from a bank-expansion-induced increase in demand,

we decompose growth in aggregate employment at the city level by firms in non-tradable

vs. tradable industries. Indeed, since non-tradable industries are more dependent on local

demand than tradable industries—because, by definition, tradable industries produce goods

that can be sold across the whole country, if not worldwide—an increase in local demand

driven by the reform should benefit non-tradable industries relatively more.30

To do so, we estimate equation (2) and split the regression between tradable and non-

tradable, which requires us to work at the city-industry level. This requires a slight modifi-

cation to our specification since the reform had an impact on the entry and exit of industries

at the city level (Table 3–column 6), implying that the baseline specification of equation (1)

at the city-by-industry level will not match the aggregate results at the city level.

We explain in detail how we account for this adjustment in Section 7.1. Briefly, we create

a balanced panel and compute the mid-point growth rate between the average pre period

(before to 2004) and post period (after 2004). We show in Table 11 that this specification

29. Financial inclusion will reduce the need of precautionary savings for instance because of limited insur-
ance in developing countries as shown in Cole et al. (2013).
30. See Adelino, Ma, and Robinson (2017) for a similar strategy to study how local demand shock affects

firm growth in the US.
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preserves the aggregate city level results and report that, for all variables, it produces very

similar point estimates as the ones obtained with our baseline log panel specification.

Table 4: Employment in Tradables and Non-Tradables

Dependent variable Employment

Tradable Definition Manufacturing Value of Traded Goods Geographic Concentration

Tradable Yes No Yes No Yes No

(1) (2) (3) (4) (5) (6)

Treated×Post 0.200*** 0.123*** 0.190*** 0.124*** 0.146*** 0.126***
(0.045) (0.015) (0.054) (0.015) (0.024) (0.015)

Match×Industry×Year FE ✓ ✓ ✓ ✓ ✓ ✓
Observations 106,574 414,795 84,772 436,597 129,728 391,641

This table reports the effect of the policy on employment at the city-by-(4-digit) industry level. Data are collapsed as an
average “pre” (t ≤ 2004) and the average “post” (t > 2004) periods, and each dependent variables are the midpoint growth rate
gXj,c = [(Xj,c,t +Xj,c,t−1)× 0.5]. Each cell is weighted by gXj,c/(

∑
j∈c g

X
j,c)× pop2000. See Section 7.1 for a detailed explanation

of the construction. In columns 1–2, tradable is defined as firms in the manufacturing sector. In columns 3–4, we define tradable
industries based on the value of exports and imports in the custom data aggregated at the sector level. In columns 5–6, tradable
is defined using the geographical HHI of employment of each industry. “Tradable” (column 5) corresponds to an HHI in the
top quartile (i.e., high level of geographic concentration). Standard errors are clustered at the city level. ***, **, * indicate
statistical significance at the 1%, 5%, and 10% levels, respectively.

We use three methods to identify industries that produce tradable goods and are therefore

not dependent on local demand. First, we classify an industry as tradable if it is in the

manufacturing sector, and non-tradable otherwise. Second, we rely on the classification in

Mian and Sufi (2014) that flags industries as tradable if the imports plus exports equal to at

least $10,000 per worker, or if total exports plus imports for the industry four-digit industry

exceeds $500M.31 Third, we compute the geographical dispersion (HHI) of employment at the

industry level and classify tradable industries as those in top quartile of the HHI distribution.

The intuition behind this proposed measure is that, since non-tradable industries have to be

consumed locally, they should be less geographically concentrated.

We report the results of the effect of the reform on tradable and non-tradable industries

in Table 4. We find that employment growth is almost two times bigger in tradable industries

depending on the exact definition (e.g., column 1 vs. 2). This implies that while the entry

of bank branches in the cities might have had a direct effect on demand, a substantial part

of increase in economic development induced the financial inclusion policy is coming from a

relaxation of financing constraints for entrepreneurs.

31. Numbers are in 2006 values. We manually build a crosswalk between US NAICS codes and the Brazilian
industry classification.
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5.2.2 Why do local branches matter? The role of distance

Next, we investigate why the presence of local banks appears to relax firms’ financial con-

straints. A classic assumption in the macro-development and finance literature is that

geographical proximity reduces banks’ monitoring and screening costs (e.g., Greenwood,

Sanchez, and Wang, 2010; Ji, Teng, and Townsend, 2021) in particular in the presence

of soft information (e.g., Rajan and Zingales, 2001; Hombert and Matray, 2017), which is

prevalent in developing countries.

The main prediction of these models is that the effect of the policy should increase with

the ex-ante distance to the nearest bank. We test this prediction in two ways. First, we

compare cities with a local (private) bank before the reform with cities that did not have a

private bank by interacting the Treated×Post variable with a dummy variable No Private

Bankc that takes the value one if the city did not have a private bank pre-reform. Second,

within the set of treated cities that have no bank branches prior to the reform, we compute

the distance to the nearest city with a bank (public or private). We estimate the conditional

effect of distance in the full panel by interacting the main Treated×Post variable with a

dummy equal to one if the distance is zero, and then with a continuous variable Distance to

the nearest bank that is the (log) distance to the nearest bank.

This analysis also allows us to test whether our results are specific to the presence of

government-controlled banks—for instance, because these banks extend subsidized credit.

To do so, we separately interact our main Treated×Post variable with the distance to the

nearest public bank and with the distance to the nearest private bank. Intuitively, if our

results hinge on access to subsidized credit, the effect of the reform should be stronger for

cities that were far from a government-controlled bank than for those that were far from a

private bank.

We report these results in Table 5. In panel A, we show that our results are much

stronger in cities with no bank presence prior to the reform. Cities without a local private

bank before the reform experience a larger increase in the number of firms (10.4%, column

1), in employment (13.9%, column 2), and in average wages (7%, column 5). In panel B,

we show that, conditional on not having a local private bank pre-reform, the real effects of

financial inclusion increase with the distance to the nearest bank.

Both sets of results are consistent with the reform promoting economic development

by reducing the distance between borrowers and lenders, which lowers the monitoring and

screening costs of financial intermediaries. This idea is also consistent with the result that

small firms (fewer than 20 employees) benefit more from the reduction in distance than large

firms (column 3 vs. 4), in line with the idea that small firms are more opaque and more

intensive in soft information.
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Table 5: Financial Frictions: the Role of Distance

Dependent variable # Firms Employment Employment Employment Average
all small firms large firms wage

(1) (2) (3) (4) (5)

Panel A: Private bank before the reform

Treated×Post 0.054*** 0.042** 0.111*** 0.050** 0.012*
(0.015) (0.017) (0.028) (0.021) (0.007)

Treated×Post×No private bank 0.104*** 0.139*** 0.246*** 0.158*** 0.070***
(0.023) (0.029) (0.046) (0.035) (0.011)

Panel B: Distance to nearest bank

Treated×Post 0.054*** 0.042** 0.111*** 0.050** 0.012*
(0.015) (0.017) (0.028) (0.021) (0.007)

Treated×Post×Distance to nearest bank 0.068*** 0.108*** 0.164*** 0.131*** 0.022***
(0.012) (0.013) (0.031) (0.021) (0.007)

Panel C: Distance to nearest public bank

Treated×Post 0.054*** 0.042** 0.111*** 0.050** 0.012*
(0.015) (0.017) (0.028) (0.021) (0.007)

Treated×Post×Distance nearest public bank 0.069*** 0.110*** 0.166*** 0.132*** 0.024***
(0.012) (0.013) (0.030) (0.020) (0.006)

Panel D: Distance to nearest private bank

Treated×Post 0.054*** 0.042** 0.111*** 0.050** 0.012*
(0.015) (0.017) (0.028) (0.021) (0.007)

Treated×Post×Distance nearest private bank 0.070*** 0.113*** 0.174*** 0.136*** 0.026***
(0.011) (0.013) (0.027) (0.019) (0.007)

City FE ✓ ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,947 79,995 79,995

This table shows the effect of the policy on multiple outcomes interacted with various measures of ex-ante distance between
treated cities and existing banks. In Panel A, No private bank is a dummy equal to one if the treated cities did not have a
private bank prior to the reform. In Panel B, Distance to the nearest bank is the distance to the nearest city with a bank, for
treated cities with no bank prior to the reform. Panel C and D compute this distance for the nearest private and the nearest
public bank.

In panels C and D, we report similar results for the distance to the nearest public and

private bank, respectively. Across all variables, we find that the conditional effect of distance

is quantitatively similar whether we measure distance to public banks (panel C) or private

banks (panel D). These findings suggest that our results are not specific to services provided

by government-controlled banks, such as access to subsidized credit. Indeed, if access to

government-owned banks mattered in itself, we should find a larger effect of distance to a

public bank relative to the distance to a private bank.
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6 Effects on inequality

6.1 Aggregate results

To study how the aggregate economic gains produced by the financial inclusion policy are

distributed in each local labor market, we estimate equation (1) using the wage Gini at the

city level as an outcome, as well as the average wage per worker in each bin of the city-level

wage distribution. We graphically report the result for the evolution of Gini and the change

in average wage for each quartile of the wage distribution in Figure 6. Figure 6a shows the

effect of the reform on the Gini coefficient. As before, treated cities display no differential

pre-trend prior to the reform. Following the reform, we find a continuous increase in Gini,

implying an increase in wage inequality. The magnitude is substantial, with treated cities

having a Gini index that is two points higher ten years after the reform relative to control

cities, which represents an increase of 7% relative to the pre-reform mean.

While this result shows that higher financial development leads to higher inequality, it

does not tell us why the Gini is increasing in treated cities.

We therefore unpack the evolution of Gini by computing the average wage for each

quartile of the city wage distribution to better understand the source of the overall change

in inequality. To do so, we estimate the distribution of wage within each city-year cell, split

the sample into quartiles, and take the mean wage in each cell.

Figure 6b reports the evolution of each wage quartile. Consistent with the idea that

economic development is a “tide that lifts all boats,” we find that all workers benefit from

the reform. However, workers in the first quartile of the distribution (the purple line) gain

far less than workers in the last quartile (the red line), and wage gains increase monotonically

with the initial position in the wage distribution.

Table 6 reports estimates of equation (1). The point estimates tend to underestimate

the effect of the reform on inequality since, as Figure 6b shows, inequality rises steadily

over time, while these regression results show the average over the whole post-reform period.

The Gini increases on average by 1.2 points (column 1), which is driven by larger wages

gains at the top of the income distribution. Individuals in the bottom quartile of the wage

distribution experience an increase in their average wage of 1% (column 2), while individuals

in the top quartile see their wages increase by 5.5% (column 5), five time more.
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Figure 6: Effect of the Program on Wage Inequality
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This figure plots the yearly coefficients and 95% confidence intervals of the difference-in-differences estimator in equation (1) of
the 2004 bank reform on city-level wage Gini (Figure 6a). In Figure 6b, the wage distribution is computed every year at the
city level.

6.2 Mechanisms

We explore three channels that can account for the increase in inequality following a re-

duction in financial frictions: better matching, skilled-labor demand and constrained skilled-

labor supply. First, financial development might lead to better employer-employee matching.

This could happen either because looser financial constraints on individuals allow them to
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Table 6: Effect of the Program on Wage Inequality

Dependent variable: Gini Wage

[0–25th] [25th–50th] [50th–75th] [75th+]

(1) (2) (3) (4) (5)

Treated×Post 0.012*** 0.010*** 0.024*** 0.034*** 0.055***

(0.002) (0.003) (0.005) (0.007) (0.008)

City FE ✓ ✓ ✓ ✓ ✓

Match×Year FE ✓ ✓ ✓ ✓ ✓

Observations 79,995 79,995 79,995 79,995 79,995

This table reports the effect of the policy on earnings inequality at the city level. In columns 2–4, the dependent variable is the
(log) average wage for each bin of the wage distribution in a city-year cell. Standard errors are clustered at the city level. ***,
**, * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

search longer and to find a better job match, or because less severe financial frictions can

allow productive firms to front-load wages and attract more productive workers, resulting

in a reduction in labor misallocation and higher wages at the top of the distribution (e.g.,

Herkenhoff, Phillips, and Cohen-Cole, 2019; Bau and Matray, 2022).

Second, financial development can foster higher labor demand for skilled workers relative

to unskilled workers. Financial frictions can directly impact labor demand if there is a

mismatch between payments to labor and the generation of cash-flows or if labor has a

fixed-cost component due to hiring and firing costs (Schoefer, 2021; Benmelech, Bergman,

and Seru, 2021). Since skilled workers require higher wages and are arguably more expensive

to recruit and train, financial frictions disproportionately constrain the demand for skilled

labor and, when lessened by the reform, lead to an increase in the demand for skilled labor

relative to unskilled labor.

Alternatively, if capital and skilled labor are relative complements, looser financial con-

straints can increase capital investment and, consequently, increase the marginal productiv-

ity of skilled workers relative to unskilled workers, also leading to an increase in the relative

demand for skilled workers (Fonseca and Doornik, 2021). A testable implication of either

version of the skilled labor demand hypothesis is that, as the relative demand for skilled

workers rises, both the relative price and the relative quantity of skilled workers should rise,

leading to an increase in the skill premium and in the share of skilled workers in treated

cities.

Third, labor demand might go up uniformly across the skill distribution, but the supply
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of unskilled workers could be more elastic than the supply of skilled workers. In this case, the

skill composition of firms remains stable, but the price of skilled workers goes up, particularly

so in cities facing higher shortages of skilled workers.

Better matching. To test if the matching between workers and firms improves following

the reform, we build on Eeckhout and Kircher (2011) and Lopes de Melo (2018), which give

a structural interpretation to the firm fixed effects in Abowd, Kramarz, and Margolis (1999)

regressions and show that better matching should reduce the dispersion of worker ability

within the firm.32

We proxy for worker type with the average log wage over all job spells. We compute

the standard deviation of worker types at the firm-year level, residualize the variable from

firm fixed effects to account for changes in industry-city composition over time, and take the

mean of the residualized dispersion in worker types at the 2-digit-industry-by-city level for

each year. We can then test whether the average dispersion declines as a consequence of the

reform.33

Table 7 shows results of this exercise. Across all specifications, we find that if anything,

the within-firm dispersion in worker type increases (by a small amount relative to the pre-

reform average of 0.34). This is the opposite of what we would expect from an improvement

in employer-employee matching, which should lead to lower within-firm dispersion in worker

types.

Increase in demand for skilled workers. To test whether a change in the relative demand

for skilled workers can explain the rise in wage inequality, we need an ex-ante, time-invariant

definition of skill. We leverage the fact that the Brazilian matched employer-employee data

allow us to observe education. We classify workers as skilled if they have at least some college

education and unskilled otherwise.34

In Table 8, we start by showing that this measure tracks the evolution of inequality well.

In column 1, we show that the skill premium increases by 8.3% (column 1) and that this

increase is driven by a much faster increase in the wage of skilled workers (+11.8%, column

2) than unskilled workers (+2.8%, column 3). These magnitudes are actually bigger than

the wage increase in the top quartile of the distribution (+5.5%, column 5-Table 6) relative

to first quartile (+1%, column 2-Table 6), which suggests that the increase in inequality

reflects an increase in the returns to skill.

32. Another potential way of testing for sorting would be to study the correlation between firm and worker
fixed effects, but, as Eeckhout and Kircher (2011) and Lopes de Melo (2018) show, this correlation does not
measure the strength of sorting in a general setting.
33. See Bombardini, Orefice, and Tito (2019) for an application of this method in a trade context.
34. This is a less stringent definition than studies looking at developed countries who use college education

as a proxy, since we include college dropouts in our definition of skilled.
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Table 7: Dispersion in Worker Type

Dependent variable: Std. Dev. Worker Type

(1) (2) (3) (4)

Treated×Post 0.026* 0.027 0.026* 0.027
(0.015) (0.016) (0.016) (0.020)

City FE ✓ — — —
Match×Year FE ✓ ✓ ✓ —

Industry×Year FE — — ✓ —

Match×Industry×Year FE — — — ✓
City×Industry FE — ✓ ✓ ✓
Observations 1,310,489 1,310,489 1,310,489 1,310,489

This table shows the effect of the reform on the change in the average within-firm standard deviation of worker type at the
city-by-(2 digit) industry level. Worker type is measured as the average log wage over all job spells of a given worker. We
then compute the standard deviation of worker types at the firm-year level and residualize this variable from firm fixed effects.
Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.

Absent labor supply constraints or other frictions, a credit-fueled rise in the relative

demand for skilled labor increases the relative quantity of skilled labor (e.g., Fonseca and

Doornik, 2021). While the coefficient for the share of skilled workers is positive and significant

at 10%, the magnitude (+0.2%) is very small compared to the 8% increase in the skill

premium. This suggests that other frictions, such as labor supply constraints, are necessary

in order to explain the bulk of our results. In Appendix Table A7, we show that we find

similar results at the industry-by-city level controlling for time-varying industry shocks.

Table 8: Demand for Skilled Workers

Dependent variable Skill premium Wage skilled Wage unskilled Share skilled

(1) (2) (3) (4)

Treated×Post 0.083*** 0.118*** 0.028*** 0.002*
(0.010) (0.012) (0.006) (0.001)

City FE ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,995 79,995

This table shows the effect of the reform on the skill premium (column 1), the average wage of skilled and unskilled workers
(columns 2 and 3), and the share of workers that are skilled (column 4) at the city level. Skilled workers are defined as workers
with at least some college education. All dependent variables are in logs. Standard errors are clustered at the city level. ***,
**, * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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Constraints in the supply of skilled workers. To argue that a city’s own supply of

skilled workers is a driver of higher wage inequality, we first need to establish that worker

mobility across cities is limited. To do so, we exploit the panel dimension of our data to

decompose the number of workers in a given city-year into “local,” defined as workers who

are already in the city prior to the reform, “movers,” defined as workers who were living in

a different city prior to the reform, and “new,” defined as workers who appear for the first

time in labor-market data in a given city and did not come from another city.

Table 9 estimates the effect of the reform on the composition of workers across these three

groups for all workers (columns 1–3) and skilled workers only (columns 4–6). We find that

the reform has no effect on the share of workers coming from other cities in general (column

2), and that it has a positive but very small effect (+0.7%) when we focus on skilled workers

(column 5). This implies that the reform had a limited effect on domestic migration and

that cities that benefited from the financial inclusion policy did not experience an important

inflow of skilled workers.

Table 9: Worker Migration

Sample: All workers Skilled workers

Dependent variable: Share local Share movers Share new Share local Share movers Share new
(1) (2) (3) (4) (5) (6)

Treated×Post -0.019*** 0.000 0.021*** -0.021*** 0.007*** 0.020***
(0.004) (0.001) (0.004) (0.006) (0.002) (0.006)

City FE ✓ ✓ ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,995 79,901 79,901 79,901

This table shows the effect of the reform on the share of workers by migration status at the city level. Skilled workers are
defined as workers some college education. “Local” workers are workers observed in the city before the reform. “Movers” are
workers that we observe in a different city before the reform. “New”’ are workers that appear in the city for the first time. All
dependent variables are in logs. Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the
1%, 5%, and 10% levels, respectively.

While the low domestic migration of skilled workers following the reform might seem

surprising given the skill premium increase in treated cities, this can be explained by the

existence of very large migration costs in Brazil, particularly for residents of poor cities (e.g.,

Porcher, 2020). We provide evidence for this hypothesis by estimating how the migration

response varies as a function of migration cost. We proxy for migration cost using the share

of movers during the pre-reform period and split the data into deciles of migration cost. We

then estimate the effect of the reform on the share of within-country migrants for each decile

of the migration cost distribution. Figure A4 in the Appendix reports the results. Consistent
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with outsiders being attracted by a higher skill premium when migration costs are low, we

find an increase in the share of migrant workers in the first decile of migration cost, with an

increase of 1%. However, this effect sharply drops to zero at the second decile and remains

around zero afterwards.

Given the low rate of internal migration, an increase in the demand for labor (skilled and

unskilled) can only be met by local workers. To proxy for the potential supply of skilled

labor, we use the share of the local population with 11 years or more of education from the

2000 Demographic Census. The intuition behind this measure is that if a treated city faces

a shortage of skilled workers, we should observe an abnormally large skill premium. In order

to determine what is abnormally large, we compare the skill premium in treated cities with

the skill premium in the same industry-by-firm-size category in control cities.

Our measure of the relative supply of skilled labor is based on the population census,

which has the advantage of neither being affected by the fraction of workers in the informal

sector, nor reflecting the equilibrium outcomes in the formal labor market. As a robustness

check, we supplement this measure by computing a measure of the “skill gap” at the city

level to construct that measure. We split firms into employment size quartiles according to

the city-year distribution and, for each year in the pre-reform period, we compute the skill

premium in each city-industry-firm-size cell for both treated and control cities. We then

take the ratio of treated to control skill premium at the industry-firm-size level and define

the skill gap as the city-level mean of all industry-firm-size ratios in a given city.

Table 10: Effect on Gini: Heterogeneity in Skill Supply

Dependent variable: Gini

(1) (2) (3) (4)

Treated×Post 0.012*** 0.016*** 0.018*** 0.020***
(0.002) (0.002) (0.002) (0.003)

Treated×Post×Low skill gap -0.008*** -0.006**
(0.003) (0.003)

Treated×Post×High share skilled population -0.014*** -0.013***
(0.003) (0.003)

City×Industry FE ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,995 79,995

This table shows the effect of the reform the Gini index at the city-by-(2 digit) industry level. In column 2, we split treated
cities based on whether their fraction of population with at least 11 years of education is above or below the median of the
sample distribution. In column 3, we estimate the ratio of skilled workers in treated cities relative to the national average, and
split along the sample median. Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the
1%, 5%, and 10% levels, respectively.
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We split both measures along the sample median and interact each dummy with all the

variables, including the fixed effects. Table 10 reports the results. The increase in Gini

(column 1) is entirely explained by the increase in inequality in cities where the fraction

of skilled workers is low (column 2). Since we use an interaction term, the coefficient on

the variable Treated×Post shows the result for the sub-sample of cities that are below the

median of the supply of skilled labor. The total effect for cities with high supply skilled labor

is obtained by adding the coefficient of Treated×Post with the marginal interaction term.

Irrespective of the proxy (columns 2 and 3), we find that the total effect of the policy on

inequality for cities with a high supply of skilled workers is much smaller (column 2), and it

is close to zero when we measure the supply of skilled workers with the share of population

with some college education (column 3). In Appendix Table A8, we show that these results

are robust to using continuous versions of these skill supply measures and adding a wide

range of control variables.

7 Robustness

7.1 City-industry level estimation

Controlling for industry-dynamics. Even though pre-reform covariates are balanced

across treated and control cities (Figure 2) and we show in Appendix Table A3 that our

results are robust to directly controlling for these levels, it is possible that industry-specific

shocks post 2004 might affect our results. Alleviating these concerns requires us to work at

the city-by-industry level. However, since we observe entry and exit of industries at the city

level, the baseline specification of equation 1 does not guarantee that aggregate results at

the city level (which capture the extensive margins by construction) are preserved when we

disaggregate the data at the city-by-industry level.

We are able to provide an alternative estimation that does ensure this aggregation prop-

erty. We modify our baseline specification in two ways. First, we create a balanced panel

by assuming that each industry we observe at any point in a given city is present during the

whole sample period, and we fill observations without firms in an industry with zero. Second,

we collapse the data into two periods: the average “pre” (t < 2004) and the average “post”

(t ≥ 2004). We then compute the mid-point growth rate for all our different outcomes, that

we define for a variable X as: gXj,c = (Xt −Xt−1)/[(Xj,c,t +Xj,c,t−1)× 0.5].

Specifically, we estimate the following equation at the city c, industry j, period t level:

∆Yc,j,t = β1 Treatedc × Postt + δj,t + εc,j,t (3)
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Since ∆Yp,c,j,t is the change between the pre and post period, we do not need to include

city×industry fixed effects as they are already differenced out, but we do include industry-

by-pair-by-time fixed effects δj,t.

This specification has two appealing properties. First, it handles entry and exit of in-

dustries without relying on transformations of the log function (such as “x+1”), that are

always sensitive to small variations around zero. Second, it ensures that the coefficient at

the city-industry level aggregates exactly to the coefficient at the city level when using the

correct weights, which is not possible with the non-linear log function. The weights are

defined as the share of the denominator in the total city-period cell. For each industry j in

city c, we use the mid-point growth rate for a variable X in city c and industry j gXj,c, and

compute the weight as gXj,c/(
∑

j∈c g
X
j,c).

35

This specification allows us to include industry-by-year fixed effects (or even industry-

by-match-by-year fixed effects), which ensures that the effect of the reform is now estimated

by comparing the same industry across treated and control cities in the same matched pair.

This implies, for instance, that even if treated cities are more dependent on the commodity

sector in the midst of a commodity boom, these industry-specific dynamics will not bias our

estimates.

In Table 11, we start by reproducing the baseline results at the city-by-industry level.

In columns (1) and (4), we report results at the city level and show that they are very

close to the baseline city-level results of Table 3. In columns (2) and (5), we show that the

point estimates are identical at the city-industry level with the weighting described above.

Finally, in columns (3) and (6), we show that the inclusion of match×year×industry fixed

effects yield, if anything, larger point estimates. In this case, the identification relies solely

on comparing outcomes in the same industry within a given group of treated-control cities.

These additional fixed effects ensure that our baseline effects are not driven by industry

shocks that might correlate with the reform and the sectoral composition of treated cities.

Estimating the underlying change in firm dynamics. An additional advantage of this

industry-level specification that both accommodates zeros and uses a linear estimator is that

we can exactly decompose the change in the number of firms in the cross section of cities

into the evolution of entry and exit. To measure firm entry and exit, we count the number

of firms entering or leaving the city each year and set the year 2000 to zero. This allows us

35. In our case, we multiply this weight by the population in 2000 in order to be able to exactly reproduce
the city level results, which does not affect the aggregation property.
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to decompose the change in the number of firms in a industry-city dell c, j as:

∆Firmsc,j =
Firmsc,j,2014 − Firmsc,j,2000

Firmsc,j,2000
=

t=2014∑
t=2001

Entryc,j,t −
t=2014∑
t=2001

Exitc,j,t

Firmsc,j,2000

We report the results in columns 7 and 8 of Table 11. We find that the reform leads

to a substantial increase in both firm entry and exit, supporting the view that financial

development fosters a process of creative destruction (e.g., Bertrand, Schoar, and Thesmar,

2007; Kerr and Nanda, 2009; Adelino, Schoar, and Severino, 2015). In terms of magnitude,

the increase in the number of new firms created is almost two time bigger than the increase

in number of firms (column 7 vs. column 6), which highlights the importance of having

panel data rather than cross-sectional data in order to fully grasp changes in firm dynamics

as positive local shocks accelerate churn (e.g., Adelino, Ma, and Robinson, 2017).

Table 11: Effect on Economic Development: City-Industry Level

Dependent Variable Employment # Firms Entry Exit

Unit of analysis City City×Ind. City City×Ind. City×Ind. City×Ind.

(1) (2) (3) (4) (5) (6) (7) (8)

Treated×Post 0.098*** 0.098*** 0.126*** 0.104*** 0.104*** 0.167*** 0.303*** 0.136***
(0.015) (0.013) (0.016) (0.012) (0.011) (0.014) (0.028) (0.020)

Match×Year FE ✓ ✓ — ✓ ✓ — — —
Match×Industry×Year FE — — ✓ — — ✓ ✓ ✓
Observations 5,333 521,369 521,369 5,333 511,058 511,058 511,058 511,058

This table reports the effect of the policy on economic development at the city-by-(4-digit) industry level. Data are collapsed
as an average “pre” (t < 2004) and the average “post” (t ≥ 2004) periods, and each dependent variable is the midpoint growth
rate gXj,c = [(Xj,c,t +Xj,c,t−1)× 0.5]. Each cell is weighted by gXj,c/(

∑
j∈c g

X
j,c)× pop2000. In columns (1)-(4)-(7), the sample

is at the city-by-year level. In all other columns, the sample is at the city-by-(2 digit) industry-by-year level. Standard errors
are clustered at the city level. ***, **, * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

7.2 Government programs

One potential concern is that the expansion of government and social welfare programs

might be correlated with the entry of government-owned banks in treated cities after 2004. Of

special concern is the far-reaching cash transfer program Bolsa Famı́lia, which was introduced

one year before our reform, in 2003. We think that this concern is unlikely to explain our

results for four reasons.

First, this mechanism is inconsistent with some of our results: (i) additional income from

government programs could serve as a positive income shock, fostering growth by driving up

local demand. This would imply that non-tradable sectors grow faster than tradable sectors,
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which is the exact opposite of what we find in Table 4. (ii) While government transfers

can affect income inequality, there is no reason it should affect wage inequality a priori. A

possible connection would be that higher government transfers increase the reservation wage

of workers, but this would imply an increase in workers’ bargaining power that should mostly

benefit workers at the bottom of the wage distribution, thereby predicting a reduction in

wage inequality rather than the increase we find in Figure 6.

Second, the most ambitious programs, such as Bolsa Famı́lia, are distributed directly by

government-owned banks. Since our control cities have a branch of a public bank by design,

this implies that control cities have the same access as treated cities to government programs

disbursed through government-controlled banks.

Third, we show in Figure 2 that treated and control cities are similar in their government

expenditures, as well as in the likelihood that the mayor is affiliated with Lula’s party (the

Worker’s Party). Therefore, even if, post 2004, the Lula government decided to expand social

transfers particularly to places with more left-leaning voters, both treated and control cities

would benefit from such an expansion in the same way.

Fourth, we test if the point estimates for our main outcomes are affected when we directly

control for total local government expenditures or the political affiliation of the mayor. We

show in Appendix Table A3 that our results remain quantitatively the same when controlling

only for local government expenditures (column 14), whether the mayor is affiliated to Lula’s

party (column 15) or both at the same time (column 16) . The inclusion of these controls

imply that the effect of the reform is estimated by comparing cities that have similar political

inclinations and welfare spending. We also show in Appendix Table A4 that results are

similar when we include state×year fixed effects, implying that differences in state-level

welfare programs or differences in political incentives at the state level cannot explain our

results.

Finally, we provide additional evidence that our results are not driven by government

programs by exploiting the fact that some of the largest government programs, like Bolsa

Famı́lia, are distributed by a specific government bank: Caixa Econômica Federal. If our

results were driven by Bolsa Famı́lia or other welfare programs, they would be strongest

when treated cities are compared with control cities that did not have a branch of Caixa,

as, in this case, treated cities would benefit from the welfare program expansion and control

cities would not since, by construction, control cities do not have access to the distributor of

the program. We report results of this exercise in Table A6 in the Appendix. Unlike what

we would expect if results were driven by government programs, we find that, if anything,

results are weaker when no Caixa branches were present in control cities prior to the reform.
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7.3 Sample composition

Our results on changes in inequality might be partially driven by a change in the worker

composition in treated cities. Inequalities might increase for instance because following the

reform, more low productivity workers enter the sample, pushing the mean wage of low-

skill workers downward. We investigate this possibility in Table 12, in which we measure

inequality using the city-level variance of log wage.36 This allows us to measure wages as

the residual of a Mincer equation including different worker characteristics. The inclusion

of these characteristics is equivalent to holding fixed the sample composition along these

dimensions.

In column 1, we report the result when we use the raw wage. In column 2, we add a third-

order polynomial on age and fixed effects for sex and seven categories of race.37 In column

3 we include 2-digit industry fixed effects and in column 4 we include 2-digit industry-by-2

digit occupation fixed effects (4,479 distinct dummies). Finally, in columns 5 and 6, we use

the unfiltered wage, but restrict to the sample of workers present from 2004 to 2014 (column

5) and to firms present prior to the reform (column 6) to estimate whether our effect are

driven by a change in the entry / exit of workers or firms.38 Across all the different level

of controls, we find an overall stable effect of the reform, with higher financial development

leading to more inequality.

7.4 Informality and exposure to commodity sector

Note that columns 5 and 6 of Table 12 show that our results are robust to restricting to

workers and firms already in the formal sector, and thus suggest our findings are not driven

by workers and firms moving into or out of the informal sector. We complement these results

by controlling for the city-level employment in the informal sector from the 2000 Census,

which we include as one of controls in column (6) of Table A3 in the Appendix. This confirms

once again that our results are not driven by the informal sector. These results are in line

with the fact that treated and control cities have the same level of informality prior to the

shock, as shown in the covariate balance test of Figure 2.

36. We use the variance instead of the Gini here because the Gini requires only positive values, but resid-
ualizing wages leads to potential negative values. By contrast, the variance is always well defined.
37. There are six race categories in RAIS: Indigenous, White, Black, Asian, multiracial, and not reported.

We also include missing race values as a seventh category so as not to exclude those observations from this
analysis.
38. Results are similar when we require firms to be present throughout the period. We only condition on

firms exiting pre-reform because the increase in firm exit post reform and workers losing their firm-specific
human capital or firm-specific shared rent could be a channel through which financial development affects
inequality.
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Table 12: Variance of Wages

Dependent variable Var[log(Wage)]

Fixed effects None Age×Sex Industry Industry Workers Firms
×Race ×Occupation 2004–2014 2004

(1) (2) (3) (4) (5) (6)

Treated×Post 0.015*** 0.014*** 0.011*** 0.010*** 0.021*** 0.013***
(0.003) (0.002) (0.002) (0.002) (0.003) (0.002)

City FE ✓ ✓ ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,995 79,995 79,980 79,995

This table shows the effect of the reform on the change in the variance of log(wage) at the city level. From columns 2 to 5, we
use as the wage the residual of a Mincerian regression, after we have filtered a polynomial of age (age, age-square, age-cube)
and fixed effects for gender and seven race categories (column 2), added 2-digit industry fixed effects (column 3), and 2-digit
industries× 2 digit occupation fixed effects (column 4)). In columns (5) and (6), we use the unfiltered wage, but restrict to the
sample of workers present from 2004 to 2014 (column 5) and to firms present prior to the reform (column 6). Standard errors
are clustered at the city level. ***, **, * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

We also directly test if exposure to the commodity sector could explain our results by

controlling for employment in the commodity sector (column 9 of Table A3), or for the

change in commodity prices post reform. We construct this variable as the weighted sum of

prices across the fourteen main commodities in Brazil, similar to the measure developed by

Benguria, Saffie, and Urzúa (2018).39 Our results remain quantitatively the same, consistent

with the analysis of Table 11, where we non-parametrically control for sector-specific shocks.

7.5 Other robustness checks

As we discuss in Section 3, we conduct a number of other robustness checks relating to our

matching procedure and empirical specification.

We show in Table A1 in the appendix that results are robust to using different numbers

of control cities. In Table A2, we show results are not sensitive to the matching procedure.

In panel A we replicate our results in the baseline sample. In panel B, we additionally exact

match on quintiles of the share of skilled workers pre-reform. In panel C, we exact match

on quintiles of the share of manufacturing pre-reform and, in panel D, we exact match on

quintiles of the level of inequality pre-reform. In all cases, the point estimates of all the

outcomes are quantitatively very similar.

In Table A3, we include a collection of additional city-level controls, such as GDP, em-

ployment, skilled employment, political affiliation of the mayor, trade, distance to the state

capital, and the comovement of local GDP with aggregate fluctuations. These results help

39. We would like to thank the authors for generously sharing their measure with us.
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rule out the possibility that our results are driven by differential exposure of treated cities

to aggregate shocks or by political connections. In particular, including for state-by-year

fixed effects implies that we control for any state-level political cycles, and controlling for

the political affiliation of the mayor implies that we estimate our effects by comparing cities

where mayors have the same political affiliation.

Given that the reform may have a direct impact on many city characteristics, we control

for the pre-reform value of these characteristics interacted with year fixed effects. Finally,

we also show in Table A4 in the Appendix that results are robust to adding state-by-year

fixed effects to control for time-varying unobserved variation across regions of Brazil.

8 Relation to macro-development models

This paper presents causal evidence on the effect of financial inclusion on economic develop-

ment and inequality, which can provide moments to inform and discipline macro-development

models that study these relationships. Our paper also highlights margins not present in

existing models, which could help future models better match the dynamics of financial

development and wage inequality. In this section, we discuss how our estimates relate to

macro-development models and summarize key moments that these models may target.

Role of access to financial intermediaries. Our results highlight the importance of bank

entry and financial inclusion on economic development. One recent model that explicitly

considers how the distance to the nearest bank affects the cost and availability of both credit

and savings instruments, such as deposits, is Ji, Teng, and Townsend (2021). In this model,

the amount of borrowing depends on the share of wealth that entrepreneurs can pledge (i.e.,

the tightness of the borrowing constraint), which is itself a function of cash savings, deposit

savings and an upfront market-specific credit entry cost. Both the upfront credit entry cost

and the cost of adjusting balances on interest-earning savings products depend linearly on the

distance to the nearest bank. Table 1 of Ji, Teng, and Townsend (2021) reports calibrating

the slope of the credit entry cost to the sensitivity of loan access to bank distance and of

the portfolio adjustment cost to the sensitivity of the deposit-to-cash ratio to bank distance,

with both sensitivities being obtained from empirical correlations.

Our estimates of the effect of financial inclusion on new loans per capita and new deposits

per capita can provide causal moments to help identify the slope of the relationship between

bank distance and the credit entry cost and the portfolio adjustment cost, respectively.

As we discuss in Section 5, our results are best interpreted as the effect of bank entry or,

alternatively, as a reduction in the distance to the nearest bank to zero.40 In Table 2, we

40. The pre-reform average distance to the nearest bank for treated cities is 8.66 kilometers. Restricting
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report an increase in new loans per capita of BRL 155.16 (or 1.7% of GDP per capita) and

in new deposits per capita of BRL 142.33 (or 1.6% of GDP per capita) for treated cities

relative to control cities.41 Note that, since we do not observe banking correspondents, these

estimates likely represent a lower bound, as they do not capture the expansion in credit in

cities that only received a banking correspondent and not a bank branch. Conditioning on

treated cities that did receive a branch of a public bank, we estimate an increase in new loans

per capita of BRL 312.26 (s.d. 31.98) and in new deposits per capita of BRL 219.53 (s.d.

33.68). This corresponds to an increase in new loans of 3.4% of GDP and in new deposits

of 2.4% of GDP.

Finally, the results on economic development that we present in Table 3 can also be used

to evaluate model predictions about employment, firm growth, and wages as a result of this

expansion in access to banks, thus providing additional identified moments that can be used

to discipline macro-finance development models.

External financing and economic development. A broader class of models does not

explicitly consider the extensive margin of access to credit but includes credit market frictions

that, when severe enough, will imply that the economy operates close to autarky.42 Our

results are most supportive of frictions relating to monitoring costs, such as credit entry

costs or intermediation costs (e.g., Greenwood and Jovanovic, 1990; Greenwood, Sanchez,

and Wang, 2010; Dabla-Norris, Ji, Townsend, and Unsal, 2021) but might also help inform

a large literature that models credit frictions as a reduced-form collateral constraint, which

can represent a wide range of credit-market imperfections (see references in the literature

review). The results on economic development that we present in Table 3 can be used to

evaluate model predictions as a response to a reduction in financial frictions that leads to

an increase in new loans corresponding to 1.7% (lower bound) to 3.2% (upper bound) of

GDP. However, we highlight that our results most likely speak to the effect of financial

inclusion and not simply a credit expansion where credit is already available. The large

effect on economic development that we identify, which is considerably larger for treated

cities that are farther away from a nearby bank (Table 5), points toward the existence of a

non-linearity around very low levels of external finance. In that case, this evaluation would

only be appropriate in an environment where the baseline level of financial frictions is severe

attention to treated cities initially without a private bank, the pre-reform average distance to the nearest
bank is 23.59 kilometers.
41. The average GDP per capita of treated cities between 2000 and 2014 is BRL 9,212.05.
42. The literature so far has mostly modeled three types of financial constraints: credit entry costs, which

capture fixed transaction costs to access credit; a collateral constraint, which limits loan amounts by pledge-
able assets; and intermediation costs, modeled as a wedge between the interest rate charged on loans and
the deposit rate. A recent paper by Dabla-Norris, Ji, Townsend, and Unsal (2021) offers a framework to
include the three frictions directly in a standard macro-development model.

44



enough to imply that there is initially little to no credit.

Importance of worker heterogeneity. In the workhorse model of occupational choice

with financial constraints (e.g., Giné and Townsend, 2004; Buera, Kaboski, and Shin, 2011),

agents are heterogeneous in wealth and entrepreneurial productivity, and can choose to be

workers or entrepreneurs. If they decide to be a worker, they are paid the equilibrium

wage.43 Therefore, while the average wage is affected by who becomes an entrepreneur—as

this affects aggregate labor demand and supply—the gains accrue equally to all workers, as

individuals are homogeneous in their labor productivity.

The type of inequality that this class of models is able to study is therefore wealth

inequality, or income inequality, i.e., the sum of capital income (which is the business income

of entrepreneurs and the interest income households obtain from interest-bearing saving

products) and labor income. In this case, capital income is usually a force that pushes

income inequality up with financial development, and labor income is a force that pushes

income inequality down.

Our paper focuses on labor income inequality (i.e., wage inequality). It shows that wage

inequality increases with financial development when workers are heterogeneous, suggesting

that incorporating skill heterogeneity in macro-finance development models is important to

fully explain how finance affects inequality. Indeed, even in a country like Brazil, the vast

majority of the population are workers and not entrepreneurs. This is important because,

while income inequality is likely larger than wage inequality, wage inequality potentially

matters a great deal for aggregate inequality. According to the 2000 Census, we find that

the Gini wage inequality index among employees is 0.54, barely smaller than the total income

inequality index of 0.60 among the total population (employees plus entrepreneurs).44

9 Conclusion

In this paper, we show that the expansion of financial access and capital deepening promoted

by the Brazilian government led to a permanent increase in economic development, driven

both by an expansion of existing businesses and an increase in firm creation, which accel-

erated the exit of existing firms. These effects materialize over time, underlying the need

to study a long-enough period to capture the true effect of one time reforms on long-run

43. A notable exception is Cagetti and De Nardi (2006) who allows individuals to have different productivity
as workers and entrepreneurs, but focus on wealth inequality.
44. The fact that a large part of the Gini index of total income is explained by wages in the aggregate is

not that surprising since, in Brazil, over 72% of the population are employees and not entrepreneurs. This
high fraction confirms that understanding the drivers of wage inequality among employees is an important
avenue for better understanding how financing frictions affect aggregate inequality.
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development.

This important economic development triggered a substantial rise in wage inequality,

which is mostly explained by the limited supply of skilled labor in some cities. This re-

sult raises the question of whether governments should also implement simultaneous labor-

oriented policies in order to reap the full benefit of formal financial market policies.

The importance of financial inclusion also has potential implications for current and

future policy on digital banking. It can increase financial inclusion for retail customers and

for small and medium-sized enterprises as it lowers transaction costs, but could be a source of

substantial increase in inequality in the future. Such policies are already under way in some

developing countries including Brazil, with the goal of expanding financial access, including

Brazil with the launch of an instant payment platform (Pix) and its mandatory use by all

financial institutions and payment institutions that are licensed by the Central Bank of

Brazil. Digital banking can increase financial inclusion
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Célerier, Claire, and Adrien Matray. 2019. “Bank-Branch Supply, Financial Inclusion, and Wealth Accumulation.” Review of
Financial Studies 32 (12): 4767–4809.

Chodorow-Reich, Gabriel. 2014. “The Employment Effects of Credit Market Disruptions: Firm-Level Evidence from the 2008-9
Financial Crises.” Quarterly Journal of Economics 129 (1): 1–59.

Choudhary, Ali, and Nicola Limodio. 2022. “Liquidity Risk and Long-Term Finance: Evidence from a Natural Experiment.”
Review of Economic Studies 89 (3): 1278–1313.

Coelho, Christiano., João de Mello, and Leonardo Rezende. 2013. “Do Public Banks Compete with Private Banks? Evidence
from Concentrated Local Markets in Brazil.” Journal of Money, Credit and Banking 45 (8): 1581–1615.

Cole, Shawn. 2009. “Fixing Market Failures or Fixing Elections? Agricultural Credit in India.” American Economic Journal:
Applied Economics 1 (1): 219–50.

Cole, Shawn, Xavier Gine; Jeremy Tobacman, Petia Topalova, Robert Townsend, and James Vickery. 2013. “Barriers to House-
hold Risk Management: Evidence from India.” American Economic Journal: Applied Economics 5 (1): 104–135.

48



Colonnelli, Emanuele, Spyridon Lagaras, Jacopo Ponticelli, Mounu Prem, and Margarita Tsoutsoura. 2022. “Revealing corrup-
tion: Firm and worker level evidence from Brazil.” Journal of Financial Economics 143 (3): 1097–1119.

Colonnelli, Emanuele, and Mounu Prem. 2021. “Corruption and Firms.” Review of Economic Studies forthcoming.

Colonnelli, Emanuele, Mounu Prem, and Edoardo Teso. 2020. “Patronage and Selection in Public Sector Organizations.”
American Economic Review 110 (10): 3071–3099.

Crescenzi, Riccardo, and Nicola Limodio. 2021. “The Impact of Chinese FDI in Africa: Evidence from Ethiopia.” Working
Paper.

Dabla-Norris, Era, Yan Ji, Robert Townsend, and Filiz Unsal. 2021. “Distinguishing constraints on financial inclusion and their
impact on GDP, TFP, and the distribution of income.” Journal of Monetary Economics 117:1–18.

Delatte, Anne Laure, Adrien Matray, and Noemie Pinardon Touati. 2020. “Private Credit Under Political Influence: Evidence
from France.” Working Paper.
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Liberti, José Maŕıa, and Mitchell Petersen. 2019. “Information: Hard and Soft.” Review of Corporate Finance Studies. (Cary,
NC) 8 (1-41).

Lopes de Melo, Rafael. 2018. “Firm Wage Differentials and Labor Market Sorting: Reconciling Theory and Evidence.” Journal
of Political Economy 126 (1): 313–346.

Lopez, Humberto, and Guillermo Perry. 2008. Inequality In Latin America : Determinants And Consequences. Policy Research
Working Papers. The World Bank.

Loureiro, Eleonora Rodrigues, Gabriel de Abreu Madeira, and Fani Léa Cymrot Bader. 2016. “Expansão dos Correspondentes
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A.1 Appendix Tables and Figures

FOR ONLINE PUBLICATION

Figure A1: Effect of the Program on New Loans and New Deposits
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This figure plots the yearly coefficients and their 95% confidence intervals of the difference-in-differences estimator in equation
(1) of the 2004 bank reform. New Loans per Capita and New Deposits per Capita are, respectively, loans and deposits in 2010
BRL from branches that were opened after the program, divided by population. Note that coefficients prior to 2004 are equal
to zero by construction.
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Figure A2: Effect on Credit and Deposits in Percentage Changes
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This figure plots the yearly coefficients and their 95% confidence intervals of the difference-in-differences estimator in equation
(1) of the 2004 bank reform. Dependent variables are all estimated using the inverse hyperbolic sine transformation.

Figure A3: Evolution of New Loans per Capita
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This figure shows the evolution of new loans per capita in treated and control cities, defined as loans from branches that were
opened after the reform.
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Figure A4: Effect of the Program on Migration by Migration Cost
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This figure shows the effect of the reform (along with 95% confident intervals) on the share of movers at the city level, split by
deciles of migration cost. Movers are workers that we observe in a different city before the reform. We proxy for migration cost
with the share of movers during the pre-reform period.
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Table A1: Robustness to Different Numbers of Matched Controls

Dependent variable: Has Public Branch # Firms Employment Wage Gini

(1) (2) (3) (4) (5)

Panel A: Two control cities per match

Treated×Post 0.428*** 0.091*** 0.096*** 0.045*** 0.015***
(0.015) (0.014) (0.017) (0.006) (0.002)

City FE ✓ ✓ ✓ ✓ ✓
Match-Year FE ✓ ✓ ✓ ✓ ✓
Observations 62055 62055 62055 62055 62055

Panel B: One control city per match

Treated×Post 0.432*** 0.044*** 0.064*** 0.041*** 0.016***
(0.018) (0.017) (0.020) (0.007) (0.002)

City FE ✓ ✓ ✓ ✓ ✓
Match-Year FE ✓ ✓ ✓ ✓ ✓
Observations 42450 42450 42450 42450 42450

This table shows the effect of the reform on our key outcome variables at the city level using different numbers of control cities.
Has Public Branch variables is a dummy that equal one if the city has a branch of a public bank. Dependent variables in
columns 2–4 are in logs. Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the 1%,
5%, and 10% levels, respectively.
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Table A2: Robustness to Alternative Matching Procedures

Dependent variable: Has Public Branch # Firms Employment Wage Gini

(1) (2) (3) (4) (5)

Panel A: Baseline

Treated×Post 0.425*** 0.098*** 0.100*** 0.041*** 0.012***
(0.016) (0.013) (0.016) (0.006) (0.002)

Panel B: Population + Share skill

Treated×Post 0.437*** 0.089*** 0.090*** 0.039*** 0.012***
(0.015) (0.013) (0.017) (0.006) (0.002)

Panel C: Population + Share manufacturing

Treated×Post 0.425*** 0.098*** 0.100*** 0.041*** 0.012***
(0.016) (0.013) (0.016) (0.006) (0.002)

Panel D: Population + Inequality (level)

Treated×Post 0.4247*** 0.0917*** 0.0836*** 0.0398*** 0.0138***
(0.0151) (0.0127) (0.0165) (0.0062) (0.0019)

City FE ✓ ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,995 79,995 79,995

This table shows the effect of the reform on our key outcome variables at the city level under different matching procedures.
Has Public Branch variables is a dummy that equal one if the city has a branch of a public bank. Dependent variables in
columns 2–4 are in logs. Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the 1%,
5%, and 10% levels, respectively.
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Table A3: Robustness to Additional Controls

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16)

Panel A: Dependent variable: Has Public Branch

Treated×Post 0.424*** 0.424*** 0.424*** 0.424*** 0.425*** 0.424*** 0.424*** 0.424*** 0.423*** 0.424*** 0.423*** 0.425*** 0.425*** 0.424*** 0.424*** 0.417***
(0.015) (0.015) (0.015) (0.016) (0.016) (0.015) (0.016) (0.016) (0.015) (0.016) (0.015) (0.016) (0.016) (0.015) (0.016) (0.014)

Panel B: Dependent variable: Firms

Treated×Post 0.098*** 0.096*** 0.097*** 0.097*** 0.097*** 0.099*** 0.097*** 0.098*** 0.099*** 0.097*** 0.097*** 0.099*** 0.103*** 0.097*** 0.098*** 0.101***
(0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.013) (0.012)

Panel C: Dependent variable: Employment

Treated×Post 0.103*** 0.103*** 0.102*** 0.101*** 0.101*** 0.103*** 0.101*** 0.101*** 0.098*** 0.099*** 0.103*** 0.102*** 0.106*** 0.101*** 0.101*** 0.112***
(0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.016) (0.017)

Panel D: Dependent variable: Wage

Treated×Post 0.040*** 0.039*** 0.040*** 0.040*** 0.040*** 0.040*** 0.041*** 0.041*** 0.042*** 0.041*** 0.040*** 0.041*** 0.040*** 0.040*** 0.041*** 0.037***
(0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006) (0.006)

Panel E: Dependent variable: Gini

Treated×Post 0.012*** 0.012*** 0.012*** 0.012*** 0.012*** 0.012*** 0.012*** 0.012*** 0.012*** 0.012*** 0.013*** 0.012*** 0.012*** 0.012*** 0.012*** 0.012***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Fixed Effects
City ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Match×Year ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Controls
Populationpre ✓ — — — — — — — — — — — — — — ✓
GDPpre — ✓ — — — — — — — — — — — — — ✓
Employmentpre — — ✓ — — — — — — — — — — — — ✓
Priv. creditpre — — — ✓ — — — — — — — — — — — ✓
Priv. depositspre — — — — ✓ — — — — — — — — — — ✓
Informal sectorpre — — — — — ✓ — — — — — — — — — ✓
Skilled employmentpre — — — — — — ✓ — — — — — — — — ✓
GDP-comovementpre — — — — — — — ✓ — — — — — — — ✓
Employment commoditiespre — — — — — — — — ✓ — — — — — — ✓
Commodity price boompre — — — — — — — — — ✓ — — — — — ✓
Tradepre — — — — — — — — — — ✓ — — — — ✓
Migrantspre — — — — — — — — — — — ✓ — — — ✓
Distance state capitalpre — — — — — — — — — — — — ✓ — — ✓
Gov’t expenditurespre — — — — — — — — — — — — — ✓ — ✓
Workers’ partypre — — — — — — — — — — — — — — ✓ ✓

Observations 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995

This table shows the effect of the reform on our key outcome variables at the city level controlling for a wide range of city
characteristics. We use the pre-reform value of these controls interacted with year fixed effects. Has Public Branch variables is
a dummy that equal one if the city has a branch of a public bank. Dependent variables in Panels B–E are in logs. Standard
errors are clustered at the city level. ***, **, * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.

Table A4: Robustness to State Fixed Effects

Dependent variable: Has Public Branch # Firms Employment Wage Gini

(1) (2) (3) (4) (5)

Treated×Post 0.436*** 0.060*** 0.054*** 0.031*** 0.014***
(0.016) (0.013) (0.016) (0.006) (0.002)

City FE ✓ ✓ ✓ ✓ ✓
Match-Year FE ✓ ✓ ✓ ✓ ✓
State-Year FE ✓ ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,995 79,995 79,995

This table shows the effect of the reform on our key outcome variables at the city level with the inclusion of state-year fixed
effects. Has Public Branch variables is a dummy that equal one if the city has a branch of a public bank. Dependent variables
in columns 2–4 are in logs. Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the 1%,
5%, and 10% levels, respectively.
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Table A5: Effect on Bank Branches, Loans and Deposit in Percentage Changes

Dependent Variable: Bank Branches Loans Deposits

All Public Private All Public Private All Public Private

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Treated×Post 0.261*** 0.331*** 0.005 2.864*** 5.823*** -0.332* 2.951*** 6.132*** -0.369**

(0.018) (0.019) (0.014) (0.224) (0.266) (0.184) (0.232) (0.266) (0.187)

City FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Match×Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Observations 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995 79,995

This table shows the effect of the reform financial development at the city level. Dependent variables are all estimated using the inverse

hyperbolic sine transformation. * p < 0.10, ** p < 0.05, *** p < 0.01.

Table A6: Robustness to Government Program Disbursement

Dependent variable: Has Public Branch # Firms Employment Wage Gini

(1) (2) (3) (4) (5)

Treated×Post 0.521*** 0.163*** 0.121*** 0.049*** 0.014***
(0.027) (0.020) (0.026) (0.011) (0.003)

Treated×Post×Caixa -0.152*** -0.103*** -0.033 -0.013 -0.002
(0.031) (0.025) (0.031) (0.013) (0.003)

City FE ✓ ✓ ✓ ✓ ✓
Match-Caixa-Year FE ✓ ✓ ✓ ✓ ✓
Observations 79,995 79,995 79,995 79,995 79,995

This table shows robustness to whether public branches belong to Caixa, the official bank of most government programs, or
other government owned banks. Caixa is a dummy that equals one if no cities in the control group had a branch from Caixa
before the reform. Has Public Branch variables is a dummy that equal one if the city has a branch of a public bank. Dependent
variables in columns 2–4 are in logs. Standard errors are clustered at the city level. ***, **, * indicate statistical significance
at the 1%, 5%, and 10% levels, respectively.
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Table A7: Demand for Skilled Workers

Dependent variable: Skill premium Wage skilled Wage unskilled Share skilled
workers

(1) (2) (3) (4)

Treated×Post 0.019*** 0.014* -0.003 -0.001
(0.007) (0.008) (0.003) (0.001)

City×Industry FE ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓
Industry×Year FE ✓ ✓ ✓ ✓
Observations 692,606 716,875 1,566,588 2,325,570

This table shows the effect of the reform on the skill premium (column 1), the average wage of skilled and unskilled workers
(columns 2 and 3), and the share of workers that are skilled (column 4) at the city-(2 digit) industry level. Skilled workers
are defined as workers with at least a high school degree. All dependent variables are in logs. All dependent variables are in
log. Standard errors are clustered at the city level. ***, **, * indicate statistical significance at the 1%, 5%, and 10% levels,
respectively.

Table A8: Effect on Gini: Heterogeneity in Skill Supply with Continuous Measures

Dependent variable: All workers

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14)

Treated×Post 0.013*** 0.010*** 0.011*** 0.011*** 0.010*** 0.009*** 0.009*** 0.006*** 0.007*** 0.008*** 0.009*** 0.010*** 0.011*** 0.003
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Treated×Post×Skill gap -0.008*** -0.008*** -0.008*** -0.006*** -0.009*** -0.009*** -0.008*** -0.009*** -0.009*** -0.008*** -0.007*** -0.008*** -0.007***
(0.001) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Treated×Post×Share skilled population -0.007*** -0.008*** -0.007*** -0.009*** -0.008*** -0.012*** -0.004*** -0.011*** -0.010*** -0.009*** -0.007*** -0.008*** -0.009***
(0.002) (0.002) (0.002) (0.002) (0.002) (0.002) (0.001) (0.002) (0.002) (0.002) (0.002) (0.002) (0.002)

Treated×Post×Employment per capita -0.001 0.010***
(0.002) (0.003)

Treated×Post×Share skilled labor force 0.010*** 0.009***
(0.001) (0.001)

Treated×Post×Employment 0.004** -0.012***
(0.002) (0.004)

Treated×Post×GDP per capita 0.009*** 0.006***
(0.002) (0.002)

Treated×Post×Population 0.008*** 0.018***
(0.002) (0.004)

Treated×Post×Number of firms 0.007*** 0.004
(0.002) (0.003)

Treated×Post×Number of bank branches 0.006*** 0.001
(0.001) (0.002)

Treated×Post×Total credit 0.006*** 0.001
(0.001) (0.002)

Treated×Post×Share agriculture -0.004*** -0.002
(0.001) (0.001)

Treated×Post×Share manufacturing 0.000 -0.002
(0.001) (0.002)

City FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Match×Year FE ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Observations 72,015 79,995 72,015 72,015 72,015 72,015 72,015 72,015 72,015 72,015 72,015 72,015 72,015

This table shows the effect of the reform on the Gini index at the city level. In column 2, we interact Treated×Post with
fraction of population with at least 11 years of education. In column 3, we estimate the ratio of skilled workers in treated cities
relative to the national average, and interact this ratio with Treated×Post. Standard errors are clustered at the city level. ***,
**, * indicate statistical significance at the 1%, 5%, and 10% levels, respectively.
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