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Abstract

This paper reviews recent research in spatial economics. The field of spatial economics
is concerned with the determinants and effects of the location of economic activity in ge-
ographic space. It analyses how geographical location shapes the economic activities per-
formed by agents, their interactions with one another, their welfare, and the effects of public
policy interventions. Research in this area has benefited from the simultaneous development
of new theoretical techniques, new sources of geographic information systems (GIS) data,
rapid advances in computing power, machine learning and artificial intelligence, and renewed
public policy interest in infrastructure and appropriate policies towards places “left-behind”
by globalization and technology. Among the insights from this research are the role of goods
and commuting market access in determining location choices; the conditions under which
the location of economic activity is characterized by multiple equilibria; the circumstances
under which temporary shocks can have permanent effects (hysteresis or path dependence);
the heterogeneous and persistent impact of local shocks; the magnitude and spatial decay of
agglomeration economics; and the role of both agglomeration forces and endogenous changes
in land use in shaping the impact of transport infrastructure improvements.
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1 Introduction

One of the most striking economic features of our world is the uneven distribution of economic
activity across geographic space. This concentration is most evident in the very existence of
cities. Roughly two thirds of the world’s population is projected to live in cities by the year 2050,
with the urban population increasing by around 2.5 billion people, and nearly 90 percent of this
increase concentrated in Asia and Africa.!

Spatial economics is concerned with the determinants and effects of the location of economic
activity in geographic space. It analyses how geographical location shapes the economic activities
performed by agents, their interactions with one another, their welfare, and the effects of public
policy interventions.

The remainder of this article reviews insights from recent research in spatial economics. Sec-
tion 2 discusses the scope of spatial economics and distinguishes between two main lines of
research: (i) systems of cities and regions versus (ii) internal city structure. Section 3 highlights
an important distinction between first and second-nature geography. Section 4 reviews research
on systems of cities and regions. Section 5 examines work on internal city structure. Section 6

concludes and discusses areas for future research.

2 Scope of Spatial Economics

In some respects, spatial economics is a subset of network economics, because it focuses on a
particular type of network, namely one arrayed in geographic space. In general, we can represent
a network as a graph of nodes (e.g., people, firms, etc.) and edges (connections between these
nodes). In spatial economics, the nodes are arrayed in geographic space (e.g., regions, cities, etc.)
and the edges correspond to relationships that take place in geographic space (e.g., distance, travel
time, trade flows, migration flows, commuting flows).

In other respects, spatial economics is a superset of traditional fields of economics, such as
international trade. While international trade focuses on interactions between countries, spatial
economics considers interactions for any level of spatial aggregation (countries, regions, counties,
cities, city blocks, etc.). Besides this difference in spatial scale, research in international trade
typically assumes that factor endowments are exogenous, whereas factor mobility is central to
spatial economies, with typically only geographical land area considered as exogenous. While
urban economics typically focuses on cities, spatial economics includes both rural and urban
areas, and considers spatial units ranging from individual blocks within cities through countries

to the global economy as a whole.

'These figures are taken from the World Urbanization Prospects, United Nations (2018). For further
evidence on urbanization in a historical context, see Michaels et al. (2012) and Desmet and Henderson (2015).



Perhaps one of the exciting aspects of spatial economics is that it lies at the intersection
of several traditional fields of economics, including international trade, urban economics, labor
economics, public finance and development economics. Researchers in these fields are frequently
concerned with geographical location. This concern can arise because geographical location is
central to the question at hand (e.g., the local impact of the Tennessee Valley Authority (TVA)).
Or it can emerge because geographical locations are a source of observational data or exogenous
variation. Partly through including researchers from several traditional fields, spatial economics
encompasses the full range of methods in economics, including theoretical modeling, reduced-
form microeconometrics, structural microeconometrics, and quantitative macroeconomics.

A first strand of research in spatial economics analyzes system of cities or regions (the network
of economic interactions between cities or regions). A second strand of work considers internal
city structure (the network of economic interactions within a single city).? The main distinction
between these two lines of work is that their different spatial scales change the relative impor-
tance of alternative economic mechanisms. Between cities, goods trade and migration are more
salient. Within cities, commuting (the separation of residence and workplace) and consumption

travel (the separation of residence and consumption) are much more pertinent.

3 First and Second-Nature Geography

Within each of these lines of research, there is an important distinction between two different
ways in which geographical location can matter for the spatial distribution of economic activ-
ity. “First-nature geography” corresponds to exogenous differences in natural advantages or lo-
cational fundamentals, such as access to natural water, or proximity to a deep natural harbor.
“Second-nature geography” corresponds to endogenous differences in the location of economic
agents relative to one another. According to this second notion of geography, people and firms
can endogenously choose to locate together in order to eliminate transport costs for goods, people
and ideas (through what are known as agglomeration forces), even in the absence of any differ-
ences in exogenous natural advantage.’

Whether the uneven spatial distribution of economic activity is driven by first-nature or

second-nature geography is central to a host of economic issues and public policy debates. Ex-

2For related discussions of systems of cities and regions, see Abdel-Rahman and Anas (2004), Rossi-Hansberg
(2019), Venables (2019), Chen and Peng (2020) and Redding (2022b). For related discussions of internal city structure,
see Anas et al. (1998), Thisse (2019), Fujita (2020), and Redding (2023, 2024). For a review of quantitative spatial
economics, see Redding and Rossi-Hansberg (2017).

3Sometimes the term “second-nature” is reserved for historical man-made factors that are fixed in location,
durable, and sunk, such as canals, railroads, or highways (e.g., Lin and Rauch 2022), excluding contemporaneous
man-made forces. We follow Krugman (1993) in using “second-nature” to refer to all effects of the location of eco-
nomic agents relative to one another (whether historical or contemporaneous).



planations based on the agglomeration forces of second-nature geography typically feature ex-
ternalities, such that when one agent makes a location decision, she does not take into account
its effect on other agents’ location decisions. These externalities can be either technological (e.g.,
knowledge spillovers) or pecuniary in the sense that they are mediated through markets (e.g.,
demand for locally-traded goods and services). In the presence of these externalities, the market
equilibrium is generically inefficient, and there is the potential for public policy interventions to
be welfare improving. Therefore, determining the strength of agglomeration forces is central to
evaluating the impact of local taxation, place-based policies such as Empowerment Zones, zoning
and building regulations, and transport infrastructure improvements, among other policies.

Spatial economics has enumerated a number of different potential sources of agglomeration
forces. Marshall (1920) made an influential distinction between three sets of forces. First, there
is labor market pooling: workers and firms may have an incentive to colocate, in order to make
is easier for firms to find suitable workers, and for workers to find suitable firms. Second, there
are non-traded inputs: firms have an incentive to cluster together, in order for buyers to gain
improved access to suppliers of non-traded inputs, and for these suppliers of these non-traded
inputs to benefit from improved access to buyers. Third, there are knowledge spillovers, whereby
concentrating people together may facilitate the invention and diffusion of knowledge.

An alternative trichotomy is proposed by Duranton and Puga (2004). A first set of agglom-
eration forces are based on sharing, which includes sharing indivisible facilities, the gains from
a wider variety of input suppliers, the benefits from a finer level of specialization, and risks. A
second group of agglomeration forces are based on matching, which includes a higher expected
match quality, higher matching probabilities, and a reduction in hold-up within matches. A third
category of agglomeration forces are based on learning, which includes the creation, diffusion,
and accumulation of knowledge.

Within each of these different classifications of agglomeration forces, a distinction can be
drawn between agglomeration forces that operate within industries (“localization economies”)
versus those that extend across industries (“urbanization economies”). Localization economies
encourage the formation of specialized cities based around a single industry (Henderson 1974).
In contrast, urbanization economies foster the development of cities with a diversified industrial
structure (Jacobs 1961). Traditionally, research in either of these areas has focused on “static
agglomeration forces” that operate within each time period, such as contemporaneous knowledge
spillovers. More recently, research has begun to explore “dynamic agglomeration forces” that
operate across time periods, such as young workers moving to cities to learn when young, and
then retiring elsewhere when old (e.g., De La Roca and Puga 2017).

These agglomeration forces (sometimes termed centripetal forces) pull economic activity to-

gether. Working against them are congestion or dispersion forces (sometimes termed centrifugal



forces) that push economic activity apart. These congestion forces also take a number of forms,
including commuting costs, immobile factors of production such as land, various forms of conges-
tion (including traffic congestion), and the spread of disease.* The observed spatial distribution
of economic activity reflects the interaction between exogenous first-nature geography and en-

dogenous second-nature geography, including agglomeration and dispersion forces.

4 Systems of Cities and Regions

Having introduced these general conceptual distinctions, we now turn to research on systems of
cities or regions, in which goods trade, migration and knowledge spillovers are the key economic

interactions between locations.

Rosen-Roback Model One of the most influential theoretical frameworks for thinking about
the spatial distribution of economic activity across cities and regions is the Rosen-Roback model
(Rosen 1979 and Roback 1982). This framework highlights the role of differences in productivity
and amenities in shaping the location of economic activity. Markets are assumed to be competi-
tive. All locations are assumed to produce a single final good that is costlessly traded. Preferences
depend on consumption of this final good, residential land use and amenities. Output of this single
final good depends on labor input, commercial land use and productivity. Workers are assumed
to be identical and perfectly mobile across locations. Land is perfectly geographically immobile,
but is endogenously allocated between residential and commercial use, to arbitrage away any
differences in the rate of return from these alternative land uses.

A key concept that emerges from the Rosen-Roback model is the notion of spatial equilibrium,
in which no worker or firm has an incentive to change their location choices. If all workers are
the same, in order for some of them to be willing to pay the higher land prices to live in densely-
populated locations, these higher land prices must be offset by either higher wages or higher
amenities, such that people are indifferent across all populated locations. If all firms produce
the same homogenous good and markets are competitive, then in order for firms to pay the
higher land prices and wages in densely-populated locations, these higher costs must be offset by
higher productivity, such that firms make zero profits in all locations with positive production.
Combining these two insights, a key implication of the concept spatial equilibrium is that the
concentration of economic activity ultimately must be explained by either higher productivity or
higher amenities, where both can be influenced by first-nature geography (natural advantages)

and second-nature geography (agglomeration forces).

“For a recent discussion of the implications of the spread of disease and social distancing on the future develop-
ment of cities, see Glaeser and Cutler (2021).



Sorting Models An alternative approach to thinking about the spatial distribution of economic
activity is provided by assignment or sorting models (building on Roy 1951 and Sattinger 1993).
Whereas the Rosen-Roback model focuses on the case in which workers are ex ante homoge-
neous, sorting models allow both workers and locations to be ex ante heterogeneous. Consider
a continuum of locations that are differentiated along a single vertical dimension (location qual-
ity) and a continuum of workers that are differentiated along another vertical dimension (worker
skill). Markets are assumed to be competitive. All locations are again assumed to produce a single
final good that is costlessly traded across locations. Productivity in the production of this single
final good is assumed to depend on both worker skill and location quality.

In the resulting framework, the equilibrium pattern of worker sorting depends on the degree
of substitutability or complementarity between location quality and worker skill. A common
assumption is that the production technology is log supermodular in these two characteristics,
which requires that the return to higher location quality is greater for higher worker skill, and
the return to higher worker skill is greater for higher location quality. Under this assumption,
the spatial equilibrium is generically characterized by positive assortative matching (PAM), such
that higher-quality locations are populated by higher-skill workers. In this spatial equilibrium, no
individual worker of a given skill has an incentive to change location, but workers with different

skills obtain different levels of utility.

New Economic Geography Models In both of these traditional approaches to modelling spa-
tial equilibrium, locations are connected through population mobility and goods trade. However,
there is no notion of geographical space, because both population mobility and trade in goods
are assumed to be frictionless. A major breakthrough in modelling spatial equilibrium came with
the development of the “new economic geography,” which explicitly models costly trade in geo-
graphical space (Krugman 1991, Krugman and Venables 1995, Fujita et al. 1999).

Given the complexity of modelling interactions in geographical space, early theoretical re-
search in new economic geography assumed away any differences in first-nature geography to
characterize the mechanisms of second-nature geography. Researchers typically considered a
small number of symmetric regions, or a “featureless plain” or “seamless world,” in which loca-
tions are ex ante homogeneous. Nevertheless, these locations become ex post heterogeneous in
equilibrium, through the emergence of an uneven spatial distribution distribution of economic
activity driven by agglomeration and dispersion forces.

The canonical model of Krugman (1991) considers two regions that are ex ante identical (North
and South). There are two production sectors: agriculture and manufacturing. Agricultural goods
are homogeneous and produced under conditions of constant returns to scale and perfect com-

petition. Manufacturing consists of horizontally-differentiated varieties that are produced under



conditions of increasing returns to scale and monopolistic competition. Agricultural farmers are
geographically immobile and equally distributed between the two regions. Manufacturing work-
ers are perfectly mobile between the two regions.

Agglomeration forces arise from the combination of love of variety preferences over manufac-
turing goods, increasing returns to scale and transport costs.” Together these three assumptions
create a backward linkage: Increasing returns to scale provide firms with an incentive to concen-
trate manufacturing production in a single location, while transport costs provide the incentive
for this concentration to occur close to large markets. Together these three assumptions also
create a forward linkage: Love of variety preferences provide workers with an incentive to con-
sume the manufacturing goods supplied by all firms, while transport costs provide the incentive
to locate close to where those goods are produced.

These forward and backward linkages mutually reinforce one another in a circular process of
cumulative causation. This process of cumulative causation favors the concentration of manu-
facturing activity, encouraging the formation of a manufacturing core in one region and an agri-
cultural periphery in the other region. Dispersion forces arise from the assumptions of transport
costs and geographically-immobile farmers. Together these two assumptions encourage some
manufacturing firms to locate in each region to serve agricultural farmers.®

Whether a core-periphery structure emerges in equilibrium depends on the relative strength
of these agglomeration and dispersion forces. As transport costs fall, both agglomeration and
dispersion forces become weaker, but the dispersion forces decline in absolute magnitude faster
than the agglomeration forces. As shown in Figure 1, for sufficiently high transport costs (7),
there is a symmetric equilibrium, with manufacturing and agriculture located in both regions.
As transport costs fall below a critical value (the “sustain point,” 7 (.5)), it becomes possible to
sustain a core-periphery equilibrium, in which manufacturing is only located in one of the two
regions. As transport costs fall further below another critical value (“the break point,” 7 (B)),
a core-periphery equilibrium becomes the only stable spatial equilibrium. Only when transport

costs fall to zero (7 = 1) does location in geographical space become irrelevant.

SIn terms of Marshall (1920)’s classification, these agglomeration forces correspond to a form of locally-traded
inputs, while in terms of Duranton and Puga (2004)’s trichotomy, they correspond to a form of sharing.

®While agricultural farmers provide the dispersion force in Krugman (1991), an alternative source of a dispersion
force is an inelastic supply of land, as in Helpman (1998).



Figure 1: Core-Periphery Bifurcation
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Note: The figure shows how the configuration of equilibria in Krugman (1991) varies with transportation costs (7),
where 7 > 1 is the fraction of a good that must be shipped in order for one unit to arrive, such that 7 = 1 corresponds
to zero transport costs. Solid lines denote stable equilibria. Dashed lines denote unstable equilibria. ) is the share of
manufacturing workers in a region. 7(B) is the break point and 7(.9) is the sustain point.

Since the two regions are ex ante identical, it follows that for parameter values for which a
core-periphery equilibrium is sustainable, it is indeterminant which of the two regions becomes
the manufacturing core. Therefore, a key prediction of this theoretical literature on new economic
geography is that the spatial distribution of economic activity can be characterized by multiple
equilibria. In the presence of these multiple equilibria, small policy interventions can potentially
have discontinuous effects by shifting the economy between multiple equilibria.

This possibility of multiple equilibria stimulated a long line of empirical research examining
whether temporary shocks can have permanent effects (“hysteresis” or “path dependence”) by
shifting the location of economic activity between multiple steady states. Davis and Weinstein
(2002) uses the bombing of Japanese cities during the Second World War as a temporary large-
scale shock and finds no evidence of path dependence. Bleakley and Lin (2012) examines portage
sites in the United States, which had historical natural advantages for transshipment for water-
borne trade. Although these natural advantages have long since ceased to be relevant, they are
found to have permanent effects on the spatial distribution of economic activity. Determining
the circumstances under which the location of economic activity either is or is not characterized

by path dependence remains a lively area of ongoing research.



Quantitative Spatial Models Abstracting from first-nature geography allowed early theo-
retical research on new economic geography to characterize the mechanisms of second-nature
geography. However, real world economies are not well approximated by a small number of sym-
metric regions or a “featureless plain” or “seamless world,” which limited the usefulness of these
models for empirical research.

A major breakthrough has been the development of quantitative spatial models (Allen and
Arkolakis 2014, Desmet and Rossi-Hansberg 2014, Redding 2016, Caliendo et al. 2018). These
quantitative spatial models are rich enough to connect to key features of the observed data, such
as many heterogeneous locations that differ in productivity, amenities and trade costs. To do
so, they incorporate both second-nature geography (agglomeration and dispersion forces) and
first-nature geography (exogenous differences in productivity, amenities, land supply and trade
costs). Nevertheless, these models remain tractable and amenable to a theoretical analysis of their
properties, including the existence and uniqueness of the equilibrium. In contrast to earlier com-
putable general equilibrium (CGE) models, these quantitative spatial models typically have only
a small number of structural parameter to estimate. Therefore, they lend themselves to credi-
ble identification of these parameters, using quasi-experimental sources of exogenous variation.
Since these quantitative spatial models are able to rationalize the observed spatial distribution of
economic activity as an equilibrium, they can be used to undertake counterfactuals for the impact
of empirically-realistic public-policy interventions (e.g., the construction of a particular highway
link) on this observed spatial distribution.

In general, there exists an entire class of quantitative spatial models that are isomorphic with
respect to their theoretical properties of existence and uniqueness and their counterfactual pre-
dictions (Allen and Arkolakis 2014, Allen et al. 2019, Allen et al. 2024). This class is defined by
a constant elasticity structure, in which economic outcomes in one location are a constant elas-
ticity function of economic outcomes in all locations weighted by a network of bilateral frictions
between locations (e.g., trade costs). This class includes models in which goods are differentiated
by origin (Armington 1969), models in which specialization arises from Ricardian technology dif-
ferences (Eaton and Kortum 2002), and new economic geography models in which specialization
arises from love of variety and increasing returns to scale (Helpman 1998).” Given this constant
elasticity structure, sufficient conditions for the existence and uniqueness of the equilibrium can
be derived, which depend only on the model’s structural parameters (elasticities), and hence hold
for any network of bilateral frictions between locations.

Given the model’s structural parameters (elasticities) and the observed endogenous variables

"For tractability, quantitative urban models have focused on immobile land as the congestion force, as in Helpman
(1998), instead of immobile agricultural farmers, as in Krugman (1991), even though the comparative statics of these
two models with respect to transport costs are quite different.



(e.g., population, wages), quantitative spatial models in this class have the property that they can
be inverted to recover unique values of the unobserved structural residuals (exogenous compo-
nents of productivity, amenities and trade costs) that exactly rationalize the observed data as an
equilibrium. Therefore, these quantitative spatial models provide a framework for assessing the
contributions of first and second-nature geography to the observed spatial distribution of eco-
nomic activity. In order to estimate the model’s structural parameters (elasticities), researchers
require additional information, typically in the form of orthogonality conditions on either the
levels or changes in these structural residuals.

Another property of this class of constant elasticity quantitative spatial models is that they
lend themselves to solving for counterfactuals using “exact-hat algebra.” According to this ap-
proach, researchers solve for a counterfactual equilibrium, using only the observed values of the
model’s endogenous variables in the initial equilibrium in the data and assumed changes in ex-
ogenous location characteristics (e.g., reductions in trade costs from a transport improvement),
without needing to know the levels of the unobserved location characteristics in the initial equi-
librium. Implicitly, the observed endogenous variables together with the equilibrium conditions
of the model contain enough information to control for the levels of the unobserved location
characteristics. For parameter values for which there is a unique equilibrium in the model, these
counterfactuals yield determinate predictions for the impact of public policy interventions on the
spatial distribution of economic activity. When implementing quantitative spatial models using
spatially-disaggregated data, one empirical challenge is that the observed endogenous variables
can include small-sample variation (granularity). One approach to this empirical challenge is
to use the estimated model’s predictions for the endogenous variables instead of their observed
values when undertaking counterfactuals (Dingel and Tintelnot 2020).

By explicitly modelling location in geographical space, quantitative spatial models provide
micro foundations for the role of market access in shaping the spatial distribution of economic
activity. An earlier reduced-form literature proposed measures of market potential, such as the
distance-weighted average of populations, but these measures lacked theoretical foundations.
Quantitative spatial models not only provide these theoretical foundations, but highlight the role
of income and relative prices, as well as population, in determining market access. Using the
division of Germany in the aftermath of the Second World War and its reunification following
the fall of the Iron Curtain as an exogenous source of variation, Redding and Sturm (2008) pro-
vides evidence of a causal impact of market access on the spatial distribution of city populations.
Using the construction of the 19th-century railway network in the United States, Donaldson and
Hornbeck (2016) provide evidence on the role of market access in determining land prices. Re-
moving all railroads in 1890 is estimated to decrease the total value of U.S. agricultural land by

60 percent, with limited potential for mitigating these losses through feasible extensions to the



canal network or improvements to country roads.

The class of quantitative spatial models discussed so far falls within the Rosen-Roback tradi-
tion, in which workers are ex ante identical, while deviating from from this tradition by explicitly
modelling location in geographical space. To explore issues of income distribution, researchers
have also developed quantitative spatial models in the Roy-Sattinger tradition, which feature mul-
tiple groups of workers that are ex ante heterogeneous. Diamond (2016) finds that endogenous
amenities play a key role in explaining the increased geographic sorting of workers by skill in the
United States from 1980-2000. Fajgelbaum and Gaubert (2020) develop a quantitative framework
for evaluating optimal spatial policies, in a setting with spillovers and spatial sorting of hetero-
geneous workers. Designing these optimal spatial policies relates to important popular debates
about the role of place-based policies and appropriate policy responses towards places that have

been “left-behind” by globalization and technological change.®

Empirical Applications The increasing availability of geographic information systems (GIS)
data has revolutionized our ability to take into account observed transport networks in comput-
ing bilateral trade costs between locations. In an empirical application to the construction of the
railway network in British India, Donaldson (2018) uses a measure of lowest-cost route effective
distance, in which bilateral trade costs are modeled using graph theory as depending on a set
of nodes, the arcs between those nodes, and the cost of traveling along each arc. In quantita-
tive spatial models, nodes are typically the centroids of spatial units (e.g., county centroids) and
arcs are the available transportation modes between these nodes (e.g., rail, road). The cost of
traveling along each arc is a vector that summarizes the per unit distance cost for each available
transport mode. Given this vector and the transport network, the lowest-cost route effective dis-
tance between any pair of locations equals the cost of traveling along the least-cost path using
the transport network. For any discrete set of nodes and arcs, this lowest-cost route effective
distance can be computed efficiently using Dijkstra’s shortest-path algorithm (Ahuja et al. 1993).
In an empirical application to U.S. states, Allen and Arkolakis (2014) use related methods for con-
tinuous space based on the Fast Marching Method (FMM) of Sethian (1996). A complementary
approach computes least cost path travel times for a given mode of transport and then estimates
a discrete choice model across modes of transport (e.g., McFadden 1974, Ahlfeldt et al. 2015).
More generally, these two approaches can be combined to estimate the demand for travel as a
function of observed characteristics, including travel time, price and a range of other observed
characteristics.

One of the most exciting areas of empirical applications of quantitative spatial models is to

transport improvements. Allen and Arkolakis (2022) develops methods to evaluate these trans-

8For a broader discussion of place-based policies, see Kline and Moretti (2014).
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port improvements in the presence of congestion and implements these methods for the U.S.
interstate highway system and the Seattle road network. Evaluating transportation improve-
ments in the presence of congestion is challenging, because the spatial distribution of economic
activity affects congestion through the induced demand for travel, but congestion in turn feeds
back to affect the spatial distribution of economic activity through bilateral travel costs. A first
key empirical finding for the interstate highway network is that there is a high annual rate of
return on investment (measured as the ratio of annualized benefits to costs) for many links in the
network. A second key empirical finding is that there is substantial heterogeneity in these an-
nual rates of return. Although the average annual rate of return is 108 percent, it varies from over
400 percent for some important connector links in the North-East of the United States to negative
values for some remote mountain links. This heterogeneity highlights the potential welfare gains
from targeting transport infrastructure improvements using a network approach. More broadly,
Fajgelbaum and Schaal (2020) develop a quantitative framework for evaluating optimal transport
networks, which allows researchers to compute the welfare losses from deviations between the

observed and optimal transport networks.

Dynamic Quantitative Spatial Models Most existing research on quantitative spatial mod-
els has considered static frameworks, because of the challenges of modelling forward-looking
optimization decisions in environments with a high-dimensional state space that includes many
heterogeneous locations. Nevertheless, the development of dynamic spatial models remains an
active and rapidly-evolving area of research.

A first source of dynamics is costly migration decisions. Caliendo et al. (2019) develops a
dynamic discrete choice model of migration, in which agents face bilateral mobility frictions, and
take into account continuation values when deciding whether to move between locations. In such
a dynamic setting, international trade or technology shocks that are uneven across locations have
distributional consequences across workers, depending on the location in which these workers
are initially located.

A second source of dynamics is capital accumulation. Kleinman et al. (2023) combines a dy-
namic discrete choice model of migration with forward-looking capital investments. In the pres-
ence of these two sources of dynamics, local trade or technology shocks have heteroegeneous and
persistent effects across locations, because of the complementary between labor and capital in
the production technology. As labor migrates away from a region experiencing a negative shock,
this reduces the marginal product of capital and leads to a decline in the capital stock, which in
turn reduces the marginal product of labor, and leads to further outmigration from the region

experiencing the negative shock.’

For empirical evidence on local labor market shocks from globalization and technological change, see in partic-
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A third source of dynamics is endogenous innovation. Desmet et al. (2018) develops a model
of innovation and growth, in which migration frictions play a key role in determining market
size, innovation incentives, and the evolution of technology. Within this framework, relaxing
migration frictions increases welfare around threefold, and leads to large changes in the evolution
of the relative economic size of different regions of the world.

Dynamic spatial models can be used to analyze the conditions under which the location of
economic activity is characterized by path dependence. Allen and Donaldson (2020) develop a
model, in which depending on parameter values, the spatial distribution of economic activity can
be either (i) uniquely determined by location fundamentals; (ii) exhibit multiple steady-states,
such that the location of economic activity is uniquely determined given initial conditions, but
different initial conditions can lead to different steady-states; (iii) exhibit multiple equilibria, such
that neither location fundamentals nor initial conditions uniquely determine the location of eco-
nomic activity, with the result that which equilibrium is selected depends on agents’ expectations.
For the estimated parameter values, small and temporary shocks have permanent effects on the

location of economic activity and a substantial impact on welfare.

5 Internal City Structure

We now turn to research on internal city structure, in which the separation of residence and work-
place (commuting) and the separation of residence and consumption (shopping travel) become

relatively more important mechanisms for economic interactions between locations.

Monocentric Cities The traditional theoretical framework for modelling the internal struc-
ture of cities is the Alonso-Muth-Mills model (Alonso 1964, Muth 1969 and Mills 1967). In this
traditional framework, cities are monocentric by assumption.'” The model considers a city on the
real line. There is a single final good that can be costlessly traded. All employment is assumed
to be concentrated in a central business district (CBD) and workers face commuting costs that
are increasing in the distance travelled. Therefore, workers living further from the city center
face higher commuting costs, which must be compensated in equilibrium by a lower land rent,
in order for workers to be indifferent across locations. The geographical boundary of the city
is determined by equating residential land rents with the return to land in its competing use of
agricultural production. Therefore, a central prediction of this traditional theoretical literature on

internal city structure is that land rents decline monotonically with distance from the city center,

ular Moretti (2011), Autor et al. (2013), Autor et al. (2016) and Dix-Carneiro and Kovak (2017).
OFor reviews of this traditional theoretical literature on the Alonso-Muth-Mills model, see for example Brueckner
(1987) and Glaeser (2008).
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which is consistent with empirical evidence that central locations typically command higher land

rents than outlying areas.

Non-monocentric Cities Although some historical cities are well approximated by a mono-
centric structure, others such as Los Angeles are better described by a polycentric structure, with
multiple business districts spread throughout the metropolitan area.

To capture these richer patterns of land use, the assumption that all employment is con-
centrated in the city center can be relaxed to allow for the endogenous allocation of land be-
tween commercial and residential use throughout the city. In important contributions, Fujita
and Ogawa (1982) consider the case of a one-dimensional city along the real line, and Lucas and
Rossi-Hansberg (2002) analyze a perfectly symmetric circular city. Again there is a single final
good that can be costlessly traded, but the locations of both employment and residents within
the city are now endogenously determined. By construction, since space is symmetric, there are
no differences in first-nature geography across locations, and city structure is explained solely
by second-nature geography.

In these frameworks, whether monocentric or polycentric patterns of economic activity
emerge depends on the strength of agglomeration and dispersion forces. On the one hand, a
non-monocentric pattern of alternating areas of commercial and residential land use reduces
commuting costs, because workers typically live closer to their place of employment than in a
monocentric structure. On the other hand, these alternating areas of commercial and residential
land use reduce the concentration of employment, and hence diminish agglomeration economies
relative to the monocentric case in which all employment is concentrated in the CBD.

Overall, key insights from this traditional theoretical literature are the role of the trade-off
between agglomeration forces and commuting costs in generating urban rent gradients, and in

determining whether these rent gradients are monocentric or polycentric.

Quantitative Urban Models Although the stylized settings considered by these traditional
theoretical frameworks reveal important mechanisms, real world cities are not well approximated
by a one-dimensional line or a perfectly symmetric circle. In reality, land prices can fluctuate
dramatically between high and low values across proximate neighborhoods. Moving outwards
from a city’s center, the land price gradient can vary substantially between different segments of
the city, as for example between the West and East Ends of London. Some parts of a city may
have access to natural water and be well suited for heavy industrial use. Other parts of a city may
have access to open space and scenic views and be well disposed for residential use. Yet other
parts of a city may have good transport connections and be accessible for retail activity. Even

with each of these different parts of the city, as one walks from one city block to another, land
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use can change sharply, from residential to commercial land use, and back again.

A key breakthrough in recent research has been the development of quantitative urban mod-
els, which share many of the features of the quantitative research on systems of cities or regions
discussed above, and are able to rationalize these observed patterns of the data as an equilibrium
of the model. We begin by developing a baseline quantitative urban model following Ahlfeldt
et al. (2015). We consider a city embedded in a wider economy. The city consists of a set of
discrete blocks or census tracts. Each block has a supply of floor space that depends on its geo-
graphical land area and the density of development (the ratio of floor space to land area). Floor
space is owned by absentee landlords and can be used either commercially or residentially. Blocks
can be either completely specialized in commercial use, completely specialized in residential use,
or incompletely specialized between these two alternative uses. We allow a potential tax wedge
between these two competing land uses, which can differ across blocks, and captures the tax
equivalent of zoning regulations.

The city is populated by an endogenous measure of workers, who are perfectly mobile within
the city. We consider both a closed-city specification (an exogenous supply of workers) and an
open-city specification (the supply of workers is endogenously determined by population mobil-
ity with the wider economy that provides a reservation level of utility). After observing idiosyn-
cratic preference shocks for each possible pair of residence and workplace within the city, each
worker chooses her preferred residence and workplace. These idiosyncratic preference shocks
capture all the idiosyncratic reasons why individual workers can choose to live in one place and
work in another.

Worker utility depends on consumption of a single final good, residential floor space use,
commuting costs and residential amenities. Commuting costs increase with the travel time be-
tween the worker’s residence and workplace, as determined by the observed transport network
(e.g., underground and suburban rail lines and driving times). Residential amenities capture char-
acteristics of a block that make it a more or less attractive place to live and depend on both nat-
ural advantages (residential fundamentals) and agglomeration forces (residential externalities).
Residential fundamentals capture exogenous characteristics that make a location more or less
appealing independently of surrounding economic activity (e.g. leafy streets and scenic views).
Residential externalities capture agglomeration forces that depend on the travel-time weighted
sum of the density of residents in surrounding locations (including both positive externalities
from non-traded goods and negative externalities from crime).

The final good is assumed to be costlessly traded and is chosen as the numeraire. Markets are
assumed to be perfectly competitive. This final good is produced using inputs of labor and com-
mercial floor space according to a constant returns to scale technology. Productivity can differ

across locations and depends on both natural advantages (production fundamentals) and agglom-
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eration forces (production externalities). Production fundamentals capture exogenous character-
istics that determine the productivity of a location (e.g., access to natural water). Production
externalities capture agglomeration forces that depend on the travel time weighted sum of em-
ployment density in surrounding locations (e.g., knowledge spillovers).

The resulting quantitative urban model allows for rich differences in characteristics across
locations in order to connect with the observed data. The internal structure of economic activ-
ity within the city is determined by the three-way interaction between productivities, amenities
and the transport network. High productivity in a location raises the marginal productivities of
labor and land, which increases wages and the price of commercial floor space, and hence real-
locates land use towards commercial activity. In contrast, high amenities in a location raise the
utility of living there, which attracts residents, and bids up the price of residential floor space,
thereby reallocating land use towards residential activity. Transportation networks allow work-
ers to separate where they live from where they work to take advantage of these differences in
productivity and amenities, thereby allowing locations to specialize as workplaces or residences.
The differences in productivity and amenities are influenced by both first-nature geography (pro-
duction and residential fundamentals) and second-nature geography (production and residential

externalities).

Properties of Quantitative Urban Models If workers idiosyncratic preferences for locations
are drawn from an extreme value distribution, this quantitative urban model implies a constant
elasticity commuting gravity equation, in which bilateral commuting flows depend on bilateral
travel costs, origin characteristics and destination characteristics. A large empirical literature
finds that this gravity equation provides a good approximation to observed bilateral commut-
ing flows, as summarized in Fortheringham and O’Kelly (1989) and McDonald and McMillen
(2010). This gravity equation provides microfoundations for measures of residents’ and workers’
commuting market access, which play an analogous role to goods market access in quantita-
tive models of systems of cities or regions (Ahlfeldt et al. 2015, Redding 2022a, Tsivanidis 2024).
The number of residents in each location can be expressed as a function of residential amenities,
the cost of living and residents’ commuting market access, which depends on the travel-time
weighted sum of wages in each workplace. Similarly, the number of workers in each location can
be expressed as a function of the wage and workers’ commuting market access, which depends
on the travel-time weighted sum of the amenity-adjusted cost of living in each residence.

A further implication of an extreme value specification for idiosyncratic preferences is that
expected utility is equalized across all pairs of residences and workplaces. The intuition for this
result is that bilateral commutes with attractive economic characteristics (high workplace wages

and low residential costs of living) attract additional commuters with lower idiosyncratic prefer-
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ences, until expected utility (taking into account idiosyncratic preferences) is the same across all
bilateral commutes. In an open-city specification, this common level of expected utility is pinned
down by the reservation level of utility in the wider economy. Therefore, changes in transport
infrastructure or other public policies affect total city population and the welfare of landlords,
but leave expected worker utility unchanged. In contrast, in a closed-city specification, these
changes in public policies affect both the welfare of landlords and expected worker utility, with
total city population unchanged.

Consistent with our discussion of quantitative models of systems of cities or regions above,
there exists an entire class of quantitative urban models that are isomorphic with respect to their
gravity equation predictions (Heblich et al. 2020). This class is again defined by a constant elas-
ticity structure, in which economic outcomes in one location are a constant elasticity function
of economic outcomes in all locations weighted by a network of bilateral frictions between loca-
tions. Within this class of models, sufficient conditions for the existence and uniqueness of the
equilibrium can be derived, which depend only on the model’s structural parameters (elasticities),
and hence hold for any network of bilateral interactions (Allen et al. 2024). In the special case
of this class of models, in which residential and production externalities depend only on own
location characteristics (and do not spillover across locations), changes in workers, residents and
land rents can be expressed up to a first-order approximation in terms of changes in workers’ and
residents’ market access, as shown in Tsivanidis (2024).

Quantitative urban models are again typically invertible. Given the structural parameters
(elasticities) and the observed values of the endogenous variables in the data, one can recover
unique values of the unobserved structural residuals (production fundamentals, residential fun-
damentals and the ratio of floor space to land area) that exactly rationalize the observed data as an
equilibrium. This invertibility property can hold even in the presence of multiple equilibria, be-
cause it conditions on the observed equilibrium in the data. Intuitively, the observed endogenous
variables and the equilibrium conditions of the model can together contain enough information
to uniquely determine these structural residuals, even though there could have been another (un-
observed) equilibrium for the same parameter values. Therefore, the parameters of quantitative
urban models can be estimated even in the presence of multiple equilibrium, using orthogonality
conditions on these structural residuals (e.g., Ahlfeldt et al. 2015).

Quantitative urban models also typically lend themselves to solving for exact-hat algebra
counterfactuals. Given the observed values of the model’s endogenous variables in the initial
equilibrium in the data and assumed changes in exogenous location characteristics (e.g., reduc-
tions in travel costs from a transport improvement), one can solve for a counterfactual equilibrium
without needing to know the levels of the unobserved location characteristics in the initial equi-

librium. Since quantitative urban models are able to rationalize the rich asymmetric patterns of
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economic activity observed in the data, they can be used to undertake counterfactuals for impact
of realistic public policy interventions, such as the construction of a new subway line between
between specific locations within a city. Therefore, quantitative urban models provide a use-
ful supplement to conventional cost-benefit approaches for evaluating transport infrastructure
improvements, which takes into account the general equilibrium reorganization of economic ac-
tivity in response to the transport improvement. Multiple equilibria pose more of a problem for
undertaking counterfactuals than for parameter estimation, because a researcher must specify
an equilibrium selection rule when solving for a counterfactual equilibrium. Developing robust
methods for undertaking counterfactuals in the presence of multiple equilibria remains an excit-
ing area for further research.

We have so far discussed quantitative models of systems of cities and internal city struc-
ture separately. For some research questions, it may make sense to focus on the distribution of
economic activity across cities, abstracting from internal city structure. For other research ques-
tions, it may be more reasonable to concentrate on the internal structure of economic activity
within a single city, abstracting from spillover effects on other cities. However, for yet other
research questions, it may be important to incorporate economic interactions both across and
within cities. Monte et al. (2018) develop a spatial general equilibrium model that features three-
way interactions between locations through (i) goods trade, (ii) commuting, and (iii) migration.
As the spatial scale of these three sets of interactions can differ from one another (e.g., commuting
can be concentrated at small spatial scales, whereas goods trade extends over longer distances),
this framework simultaneously models internal city structure and a system of cities. One of the
key implications of this framework is that elasticity of local economic activity with respect to
local shocks (e..g., productivity shocks) can be heterogeneous across locations, depending on the
network of connections to other locations in goods and commuting markets.

Although we have concentrated on quantitative models of internal city structure in which
workers are ex ante homogenous, variants of these models can be developed in the Roy-Sattinger
tradition, in which workers are ex ante heterogenous and there is endogenous spatial sorting
(Almagro and Dominguez-lino 2019, Davis and Dingel 2020, Couture et al. 2024, Tsivanidis 2024,
Redding and Sturm 2024). Introducing ex ante worker heterogeneity is central to thinking about
issues of segregation (by income, race and ethnicity) and gentrification. In the presence of this
heterogeneity, public policy interventions such as transport infrastructure improvements have
distributional consequences across these different groups of workers. Furthermore, these distri-
butional consequences depend not only on who is initially living in each location, but on how the
public policy interventions change endogenous patterns of spatial sorting. For example, policies
to revitalize low-income neighborhoods need not benefit the initial residents of those neighbor-

hoods, because these policies can lead to gentrification, as higher-income residents move into the
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neighborhood. This gentrification bids up rents and house prices, which can either help or hurt
initial low-income residents, depending on whether they are owner-occupiers or renters.

In modelling the internal structure of cities, quantitative urban models have largely focused
on the separation of residence and workplace (and commuting decisions). However, another
striking feature of cities is the separation of residence and locations of consumption (Miyauchi
et al. 2022). Millions of people move each day through the complex transportation networks of
large cities. Access to both employment opportunities and consumption possibilities are some
of the key attractions of living in these large metropolitan areas. Additionally, most existing
research on quantitative models of internal city structure has focused on static specifications,
but developing dynamic specifications that allow for gradual adjustment in response to shocks

remains an exciting area for further research.

Empirical Applications We now illustrate two empirical applications of quantitative urban
models, one to estimate the strength of agglomeration and dispersion forces, and the other to
evaluate the impact of transport infrastructure improvements.

Ahlfeldt et al. (2015) uses the division of Berlin in the aftermath of the Second World War
and its reunification following the fall of the Iron Curtain as an exogenous source of variation
in surrounding economic activity to estimate the strength of agglomeration forces. Following
the city’s division, the parts of West Berlin close to the pre-war CBD in East Berlin experience
larger reductions in access to nearby economic activity than other locations in West Berlin. In the
quantitative urban model discussed above, this leads to larger reductions in commuting market
access and production and residential externalities close to the pre-war CBD. To restore equilib-
rium, both employment and residents reallocate away from the parts of West Berlin close to the
pre-war CBD, until wages and the price of floor space in these locations fall, such that firms make
zero profits in each location with positive production, workers are indifferent across all locations
with positive residents, and there is no-arbitrage between commercial and residential land use.
Consistent with these predictions, Figure 2 shows a sharp, non-linear and negative relationship
between the change in the price of floor space across West Berlin blocks following the division
of the city (1936-88), which is reversed following the reunification of the city (1988-2006).

To examine whether the quantitative urban model developed above can successfully account
for the observed changes in the spatial distribution of land prices, employment and residents
in the data, Ahlfeldt et al. (2015) structurally estimate the model’s parameters using the gener-
alized method of moments (GMM). The model’s parameters are estimated using the identifying
assumption that the log changes in production and residential fundamentals in each block in West
Berlin are uncorrelated with the change in the surrounding concentration of economic activity

induced by the division and reunification of the city. The estimated parameters imply substan-
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Figure 2: Changes in the Price of Floor Space in West Berlin Following Division and Reunification

Panel A: Long Differenced Floor Prices 1936-86 Panel B: Long Differenced Floor Prices 1986-2006
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Note: Changes in the Price of Floor Space in each city block in West Berlin following division (1936-88) and reuni-
fication (1988-2006); distance from the pre-war central business district (CBD) is measured as straightline distance
from the intersection of Friedrich Strasse and Leipziger Strasse, close to the underground station City Center (“Stadt-
mitte”). Source: Ahlfeldt et al. (2015).

tial and highly localized agglomeration forces, with an estimated elasticity of productivity with
respect to employment density of 0.07, and an estimated elasticity of amenities with respect to
residential density of 0.15. Both production and residential externalities are highly localized, with
exponential rates of decay with travel time of 0.36 and 0.76, respectively. These estimates imply
that production and residential externalities fall to close to zero after around 10 minutes of travel
time, which corresponds to around 0.83 kilometers by foot (at an average speed of 5 kilometers
per hour) and about 4 kilometers by underground and suburban railway (at an average speed of
25 kilometers per hour).

Heblich et al. (2020) examines the impact of transport infrastructure on the internal structure
of cities using the mid-19th century invention of steam railways as a natural experiment. The
key idea behind this approach is that the slow travel times achievable by human or horse power
implied that most people lived close to where they worked when these were the main modes of
transportation. In contrast, steam railways dramatically reduced travel time for a given distance,
thereby permitting the first large-scale separation of workplace and residence.

Following the invention of the steam passenger railway, there is a large-scale change in the or-
ganization of economic activity within the metropolitan area of Greater London. Figure 3 shows
residential (night-time) population and employment by workplace (day-time population) in the
historical center of the metropolitan area, which is termed the City of London and corresponds

approximately to the Roman city (the Square Mile). Shortly after the invention of the first steam
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passenger railway (the London and Greenwich Railway in 1836), there is a sharp decline in resi-
dential population and a steep increase in employment by workplace, as residents dispersed from

the center to the suburbs, and the center specialized as a workplace.

Figure 3: Night and Day Population in the Historical City of London
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boundaries of the old Roman city (the Square Mile); “Data Employment Residence” is residential population from
the population census; “Day Population” is day population from the City of London Day Censuses for 1866, 1881,
1891 and 1911 and employment by workplace from the population census for 1921. Source: Heblich et al. (2020).

To assess the ability of a quantitative urban model to account for this change in patterns of
specialization, the paper undertakes counterfactuals for the removal of London’s railway net-
work, starting at the end of the sample in 1921, which is the first year for which data on bilateral
commuting flows are available in the population census. This empirical approach conditions on
observed changes in residential population and property values (to control for changes in ameni-
ties and productivities) and generates predictions for employment by workplace going backwards
in time, using estimates of changes in commuting costs from the invention of the steam passenger
railway. As shown in Figure 3, the estimated model is quantitatively successful in capturing this
large-scale change in internal city structure.

Undertaking counterfactuals for the impact of the new transport technology, holding the ex-
ogenous components of productivity and amenities constant, the change in the net present value
of land and buildings exceeds historical estimates of railway construction costs. Therefore, the
large-scale investments in the construction of London’s 19th-century railway network can be
rationalized in terms of their economic impact. Introducing agglomeration forces and/or allow-
ing the supply of land and buildings to endogenously respond to changes in the price of floor

space substantially magnifies the new transportation technology’s economic impact. Therefore,
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these findings highlight the relevance of taking into account complementary changes in the built
environment and agglomeration forces in cost-benefit analyses of transport infrastructure im-

provements.

6 Conclusions

Spatial economics is concerned with the determinants and effects of the location of economic
activity in space. Two main lines of research can be distinguished, one concerned with systems
of cities or regions, and the other concerned with internal city structure.

Within each of these lines of research, the traditional theoretical literature in spatial eco-
nomics considered stylized settings, such as two symmetric regions or a one-dimensional line. A
major breakthrough in recent research is the development of quantitative spatial models. These
models are sufficiently rich to capture observed features of the data, such as many asymmetric
locations and a rich geography of the transport network. Yet they remain sufficiently tractable
as to permit an analytical characterization of their theoretical properties, such as the existence
and uniqueness of the equilibrium. With only a small number of parameters to be estimated,
these models lend themselves to transparent identication. Since they rationalize the observed
distribution of economic activity in the data, they can be used to undertake counterfactuals for
the impact of empirically-realistic public-policy interventions on this observed distribution.

Among the insights that have emerged from these quantitative spatial models are the role of
goods and commuting market access in determining location choices; the conditions under which
the location of economic activity is characterized by multiple equilibria; the circumstances under
which temporary shocks can have permanent effects (hysteresis or path dependence); the hetero-
geneous and persistent impact of local shocks; the magnitude and spatial decay of agglomeration
economics; and the role of both agglomeration forces and endogenous changes in land use in
shaping the impact of transport infrastructure improvements.

Spatial economics in recent years has benefited from the simultaneous development of new
theoretical techniques, new sources of geographic information systems (GIS) data, rapid advances
in computing power, machine learning and artificial intelligence, and renewed public policy in-
terest in infrastructure and appropriate policies towards places “left-behind” by globalization and
technology. Looking ahead, there remain many exciting opportunities to combine quantitative
spatial models with new sources of big data containing geographic information, including ride-
hailing (e.g., Uber and Lyft), smartphone data, firm-to-firm VAT sales, credit card transactions,

public transportation fare cards, and satellite imaging data, among others.
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